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INTRODUCTION

Fundamental processes of living cells such as cell division, chemotaxis and morphogenesis depend
on a prior polarization and spatial symmetry break. In these processes, cells have to adapt and react
according to multiple, often conflicting cues of the environment. Spatial reorganization of membrane-
bound and cytosolic proteins are needed to establish an axis of polarity with a distinct direction (i.e.
“front and back”) to guide directed processes. Advances in fluorescence imaging techniques have en-
abled insights into the spatial distribution of molecules that initiate the symmetry break necessary for
cell polarization. However, the extensive efforts of experimentalists have to be complemented by math-
ematical models describing the observed behaviour. Only then a true understanding of the underlying
mechanisms can be achieved.

The theoretical treatment of cell polarization has been devoted to biological model organisms as yeast,
fish karyotes, Dictyostelium or neutrophils. Much recent work is concerned with reaction-diffusion (RD)
models which are often described by partial differential equations (PDEs) in time and space as in
[34, 30, 44, 43, 1, 37, 21, 9, 42]. These models are of varying complexity. Some of them are based
on biochemical networks [9, 21] gathered from pathway databases, while others focus on a few com-
ponents to accurately describe observed behaviour. Detailed reviews of models for yeast cell polarity
can be found in [23, 36].

These two approaches pursue different goals. Since biochemical complexity can become overwhelm-
ingly large, the experimental validation of such generated models of high complexity is basically im-
possible [25, 24] and an accurate spatial simulation becomes prohibitively costly. The alternative is
the reduction of signaling pathways to very few interacting constituents which still exhibit the specific
behaviour one is interested in. This simplified model can then be simulated with a spatio-temporal
mathematical model which also includes (some) geometrical properties encountered in living cells.
Ideally, observed in vivo or in vitro phenomena can be reconstructed, rates and concentrations can be
compared and matched.

While recent advances in imaging techniques such as total internal reflection fluorescence (TIRF) and
confocal and electron microscopy have the potential to also provide quantitative data of the consid-
ered process [2, 29, 53, 28], computer simulations based on such models most often are restricted
to severely limited settings. In particular, computations are usually carried out in just one dimension
(instead of 2 or 3), the interaction of cytosolic (volume) and membrane (surface) constituents is simpli-
fied, and inhomogeneities of the involved media is neglected. Since the diffusion of membrane-bound
molecules is much slower than the diffusion of cytosolic molecules, the diffusion in the cytosol is often
considered to be instantaneous for model simplification [21, 1, 19].

However, in [35, 39] it has been shown that high intracellular cytosolic gradients can be generated.
Even though diffusion in the cytosol might be fast in theory, it can differ a lot from the effective diffusion
rate when obstacles like large organelles, membrane stuctures or a crowded environment are consid-
ered [47]. Therefore, it is important to incorporate diffusion and intracellular gradients in the cytosol
[17, 11, 49].

In comparison to the cytosol, the cell membrane is a thin layer which allows diffusion only in lateral
direction [48]. Moreover, membrane curvature has to be represented properly which can only be done
in 2D or in 3D. While some models [40, 33] show that membrane curvature and shape can influence
signaling, none of the models known to us has adressed inhomogeneities in the diffusion process that
can occur on the membrane, e.g. bud scars in yeast or hindered diffusion in the cytosol, caused e.g.
by organelles. However, membrane inhomogeneities are in fact likely to have an effect on signaling
[51].
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Therefore, we present an advanced computational approach which takes into account some important
aspects of spatial complexity in order to assess its influence in the examined models. It is determined
by the cell shape, cell size and spatial inhomogeneities. The membrane is modeled as a surface in 2D
or 3D space where the enclosed volume represents the cytosol, see Figure 1. The RD model equa-
tions connect membrane and cytosol by kinetic coupling terms which depend on the concentration of
membrane-bound and cytosolic species. Spatial inhomogeneities as organelles or bud scars can be
represented by an inhomogeneous diffusion coefficient or as inner boundaries in the computational
domain. Our computational approach relates to recent advances in surface finite element methods
(SFEM) [15, 40] which also take into account surface curvature of the membranes. With these meth-
ods the RD model equations can be solved with high accuracy and great flexibility regarding the spatial
geometry.

One prominent example for cell polarization is the yeast budding process where inactive cytosolic
Cdc42 is recruited to the membrane and amplified via its GEF Cdc24 and by the effector Bem1.
Additionally it can be deactivated and dissolved from the membrane to the cytosol by its GAP. In
the course of these interactions, a unique polarization cap of active Cdc42 is generated on the cell
membrane which initiates the emerging bud on the site of the polarization cap [42]. A sketch of this
process is shown in Figure 1.

In this article, we consider two common mechanisms for cell polarization that involve an active
membrane-bound and an inactive cytosolic species. The first of these mechanisms is of Turing-type
[43, 21]. In this case the system starts in a homogeneous steady state which is unstable with respect
to minute spatial perturbations and runs into a spatially inhomogeneous polarized state. The second is
a Wave-Pinning mechanisms [37, 52]. Here, the corresponding homogeneous system has two stable
and one unstable transient steady state. The steady state at lower concentration of active membrane-
bound molecules corresponds to an unexcited state, the steady state at higher surface concentation
corresponds to an excited state. Stimulation of the system causes travelling waves on the cell surface
that are pinned into a polar stable state due to global mass conservation.

Our main intention is to examine and illustrate the importance of spatial properties when considering
such models. These are e.g. the cell shape, cell size and the location of (large) organelles in the
cytosol by which the polarization location and strength is distinctly influenced. We also demonstrate
the interplay of competing stimuli in our in silico experiments.

RESULTS

A two component model for cell polarization. In the geometric representation of the cell we incorporate
the cell membrane, the cytosol and inner membranes that enclose organelles like the vacuole or the
nucleus. We assume free diffusion of molecules in the cytosol which is limited by the outer boundary
of the cell and the inner membranes of the organelles. The cytosolic volume is denoted by V cyt and
its boundary surface is ∂V cyt = M cell ∪M org consisting of the outer cell membrane M cell and the
membranes of contained organelles M org (see Figure S1) with M org = ∂N ∪ ∂V . Here, ∂D de-
notes the boundary of some domain D. The active membrane-bound form of the signaling molecule
is represented by its concentration u(~x, t) and the inactive cytosolic form is represented by its con-
centration v(~x, t). These are both functions of space, ~x ∈ M cell ⊂ Rd respectively ~x ∈ V cyt ⊂ Rd

(d = 2, 3), and time t ∈ [0, T ] with end time T . With this geometric representation of the cell, the
shuttling between membrane-bound and cytosolic signaling molecules are naturally described by a
flux J = f(u, v) at the membrane-cytosolic interface, which follows a specific kinetic depending on
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FIGURE 1. A scheme of the cycling process of signaling molecules between cytosol
and membrane: (1) lateral diffusion with coefficient Dm of active signaling molecules
along the membrane; (2) free cytosolic diffusion with coefficient Dc of inactive signal-
ing molecules; (3) association of cytoplasmic molecules to the membrane; (4) positive
feedback, i.e. enhanced recruitment of cytoplasmic molecules to the location of active
signaling molecules; (5) dissociation of signaling molecules from the membrane.

concentrations u and v. The model is formulated as the system of partial differential equations

∂u

∂t
= ∇Γ · (Dm∇Γu) + f(u, v) + kSv on M cell,(1)

∂v

∂t
= ∇ · (Dc∇v) in V cyt,(2)

with boundary conditions

−Dc∇v · ~n = f(u, v) + kSv on M cell,(3)

−Dc∇v · ~n = 0 on M org.(4)

Moreover, the initial concentrations at time t = 0 are given by

(5) u(~x, 0) = u0(~x) and v(~x, 0) = v0(~x).

These equations comprise three types of processes which occur simultaneously: (a) Diffusion of
u(~x, t) on the curved membrane where the diffusion coefficient Dm(~x) is a function in space in order
to allow inhomogeneous diffusion and∇Γ denotes the surface gradient operator in ~x which accounts
for curvature of Γ, see [15]. (b) Diffusion of v(~x, t) in the cytosol with diffusion coefficient Dc(~x) and
∇ denotes the gradient operator in ~x. (c) Reaction processes on the membrane are described by a
source term f(u, v) for the membrane-bound complex in equation (1). They are modeled as a Robin-
like boundary conditions for the cytosolic concentration v(~x, t) in equation (3). The cytosolic species
v only interacts with the membrane-bound species u on the cell membrane M cell. Hence, there is no
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extra reaction term in the volume equation (2). For f(u, v) > 0 we have a flux from the cytosol to
the membrane, whereas for f(u, v) < 0 the active form u dissociates into the cytosol. The function
kS(~x, t) depends on space an time and accounts for signals that excite the system and cause a flux
from cytosol to membrane, e.g. spontaneous activation of some signaling molecule. This equation
system is mass conservative which means that the total mass of the considered signaling molecule is
constant in time, i.e. (see Supporting Text for the derivation)∫

Mcell

u dA

︸ ︷︷ ︸
mass on the cell membrane

+

∫
V cyt

v dV

︸ ︷︷ ︸
mass in the cytosol

≡ K ∈ R.

The model is applicable with 2D and 3D representations of the cell. Like in reality the membranes
are 2D surfaces which enclose a 3D volume. Moreover, the model can also be used to describe
processes in a thin slice of the cell. In this dimension reduced case, the cytosol is a domain in the
2D plane describing the considered slice and the membrane is a 1D curve representing the boundary
of this planar domain. Figure 2 gives an overview of the different representations and the respective
units and ratios between volume and surface domains.

In the general framework for cell polarization models, the flux/source term f(u, v) incorporates a
self-amplifying feedback on the active membrane-bound species u. The location where most active
signaling molecules are accumulated also recruits the most inactive signaling molecules from the
cytosol. This has to be understood as a competition between different polarization sites since the
cytosolic pool of inactive cytosolic molecules is limited. There are several different model realizations
for f(u, v) with different properties [1, 37, 43, 21]. We investigate two conceptual models, the GOR
model from Goryachev et al. [21] and the wave-pinning WP model from Mori et al. [37]. The GOR
model [23, 21, 42] represents a Turing-type mechanism and is derived as a simplification of a detailed
biochemical signaling pathway involved in the yeast budding process. It employs the kinetics

f(u, v) = fGOR(u, v) = αEcu
2v + βEcuv − γu.(6)

Here, α, β and γ are constants and we choose the parameter values α = 0.0033, β = 0.0067,
γ = 0.017 as in [21]. Ec accounts for the Bem1-Cdc42 complex and is taken to be constant for
simplicity. The reaction kinetics fGOR(u, v) is plotted in Figure S2 (see Supporting Text) for fixed values
of v. We choose u0(x) ≡ 0.6 and v0(~x) ≡ 2.0 as inital conditions for the GOR model throughout this
paper, which corresponds to the non-zero homogeneous steady state of the system. The WP model
with flux/source term

f(u, v) = fWP(u, v) = v

(
k0 +

γu2

K2 + u2

)
− δu(7)

was thoroughly investigated in [23, 37, 38, 52]. The reaction kinetics of fWP(u, v) is also plotted in
Figure S2 for fixed values of v, where k0 = 0.067,δ = 1, γ = 1 and K = 1 are the corresponding
parameter values. In all experiments shown in this paper, we use u0(~x) ≡ 0.2 and v0(~x) ≡ 1.95 as
inital conditions for the WP model, which corresponds to the stable unexcited homogeneous steady
state of the system.

In the original works [37], [21] different values for the diffusion coefficients are used, even though both
refer to measured values in the model organism yeast. The diffusion coefficients Dc = 10.0µm2/s
in the cytosol and Dm = 0.1µm2/s on the membrane are used for the WP model, while Dc =
1.0µm2/s andDm = 0.0025µm2/s are used for the GOR model. Therefore, the diffusion coefficient
on the membrane varies about a factor of 40. These discrepancies can still be found in recent literature.
For instance in [42] a value of Dm = 0.0025µm2/s is used, while in [19] a 15-fold larger value of
Dm = 0.037µm2/s is employed for the model organism yeast. It is not the aim of this work to resolve
these conflicts, but to show that despite these discrepancies of parameters the behaviour of both
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FIGURE 2. Conceptual representations of the cell and its outer membrane in different
dimensions (1,2,3). In the 1D model, both membrane and cytosol are modeled as the
same interval on the real axis, which represents a cell diameter transect. In 2D and
3D, the whole cell can be represented with a more realistic shape. The membrane
then is modeled as a thin layer around the domain which only allows lateral diffusion.
As a consequence, also the units for fluxes and reaction rates on the membrane and
in the volume have different units.

models can be dramatically influenced by cell shape and diffusion inhomogeneities. Therefore, we
also simulated both models with consensus parameters, Dc = 3.0µm2/s and Dm = 0.015µm2/s,
which are approximately the geometric mean of the extreme values for the diffusion coefficients.

To qualitatively compare the influence of different spatial effects, both models are excited and probed
with stimuli of the form

kS(~x, t) =


S1, if t < t1 and dist(~xS1 , ~x) < R,

S2, if t < t2 and dist(~xS2 , ~x) < R,

0, otherwise,

(8)

for all shown experiments. Here, dist(~x1, ~x2) denotes the distance between ~x1 and ~x2 andR specifies
the excited surface area. In general, we excite the system with two different competing signals at
positions ~xS1 and ~xS2 on the cell membrane, where each signal covers 5% of the cell surface. We
set different amplitudes for both stimuli which are S1 = 0.44 and S2 = 0.4. Therefore, S1 is 10%
stronger than S2 to produce a bias towards the stimulus S1 in the initial phase of cell polarization.
Both stimuli are applied for a time period of ∆t = 10s. It shall be noted that the subsequent results
could also qualitatively be achieved by varying the duration of the stimuli, e.g. setting S1 = S2 but
applying the stimulus at ~xS1 for ∆t = 12s and the stimulus at ~xS2 for ∆t = 10s.

The main focus of this work is to investigate how the geometry of the cell and how spatial inho-
mogeneities influence the polarization behaviour for the two considered polarization models. More
specifically, we examine in detail how cell shape, cell size and diffusion barriers on the membrane
and in the cytosol influence the outcome (i.e. the formation of a cluster) of the competition among two
different polarization locations. We perform a vast number of computational experiments in order to
assess the qualitative dependence of the simulation results on these parameters. Since the models
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are conceptual and lack biochemical and quantitative details on the reaction kinetics, we restrict our-
selves to computations in 2D which also makes the discussed results more accessible to an intuitive
understanding of the observed effects. Assuming circular cells with radius R, the ratio of surface to
volume is 2/R whereas in 3D it is 3/R (see Figure 2). Hence, in 2D and 3D the surface to volume
ratio scales reciprocal to the cell radius which is in contrast to the 1D setting. Principally, all kinds
of inhomogeneities and asymmetries in cells such as diffusion barriers and different cell shapes can
already be studied in 2D to a large extend and conclusions typically can be transferred to the 3D case.
Apart from being more complex to comprehend, setup and reproduce, 3D simulations are also compu-
tationally very costly while they would add only little benefit to conceptual qualitative studies as carried
out in this article. For both models GOR and WP we could qualitatively reproduce the 1D simulations
performed in the review article [23]. A comparison of 1D and 2D simulations for the GOR and the WP
model with two competing stimuli can be found in Figure S3 in the Supporting Text.

(A) Cell protrusion acts as a negative feedback on cluster formation. In the first setup we thrive to
understand the influence of the cell shape on the polarization behaviour by the introduction of a small
geometry perturbation to an otherwise fully circular cell. It has been shown in [35] that the cell shape
potentially influences signaling within the cell for one cytosolic species, neglecting the membrane-
cytosol shuttling. Moreover, rapid cell shape changes of fast moving neutrophil cells [40, 22] can
affect the distribution of signaling molecules. However, for a feedback model with the interplay of slow
membrane and fast cytosolic diffusion, the effect to expect is not obvious.

In the following experiments we incorporate a small protrusion into a circular cell as shown in Figure 3.
The two stimuli S1 and S2 introduced in equation (8) are imposed on the cell surface. The stronger
stimulus S1 is located at the protrusion while the weaker stimulus S2 is located on the right-hand
side center of the cell. The protrusion length is varied from −0.5µm to 2µm. As a matter of fact,
for the negative value −0.5µm we obtain an intrusion and for the value 0.0µm the circular cell is
unperturbed, see Figure 3B.

The GOR model is simulated with the diffusion coefficients from the original work [21], which are
Dc = 1µm2/s and Dm = 0.0025µm2/s and the consensus diffusion coefficients Dc = 3µm2/s
and Dm = 0.015µm2/s for comparison. For the circluar cell we observe the expected outcome:
the stronger stimulus S1 induces a cluster of active membrane-bound molecules which dominates the
smaller cluster induced by S2. Eventually, the smaller cluster vanishes and the system reaches steady
state. However, we observe that already a small protrusion reverses the outcome, see Figure 3B on
the right. On the one hand, the protrusion causes a negative feedback on signal S1. On the other
hand, an intrusion causes a positive feedback on S1 and the polarization is established even faster
than in the case of a fully circular shape.

For the WP model, in principle the same qualitative behaviour is observed. Again we use the diffusion
coefficients Dc = 10µm2/s and Dm = 0.1µm2/s from the original work [38] for comparison with
the consensus values Dc = 3µm2/s and Dm = 0.015µm2/s. For the fast diffusion coefficients
Dc = 10µm2/s and Dm = 0.1µm2/s we observe a travelling wave on the membrane, where
finally both clusters merge into a single one. This can be observed for a protrusion length smaller
than 1.5µm. For a protrusion length larger than 1.5µm, the cluster at S1 vanishes. Interestingly, with
the intrusion both clusters merge and the center of the induced travelling wave moves slowly towards
the intrusion. For the slower diffusion coefficients Dc = 3µm2/s and Dm = 0.015µm2/s, the two
clusters at S1 and S2 do not merge and the system is even more sensitive with respect to the shape.

To complete the shape related experiments, we also investigate the influence of the protrusion width.
The protrusion length is fixed at 1.0µm and the width varies from 1.0µm to 3.5µm, see Figure 3C.
Note that a width of 1.5µm corresponds to the shape with a protrusion length of 1µm in Figure 3B. For
the GOR model we observe a shift in the qualitative outcome at a width of 3.0µm for Dc = 1µm2/s
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and Dm = 0.0025µm2/s. The effect of the wider protrusion is less pronounced and the stronger
stimulus S1 dominates the polarization process. We thus get the same qualitative outcome as for
the circular case. The WP model exhibits a more robust behaviour against changes of the protrusion
width. For both tested diffusion coefficients, the qualitative outcome stays the same.

The effect that we observe in the simulations can be described as a kind of "bottle neck"caused by
the perturbation at the signal site S1. In particular, diffusive transport into the protrusion is slightly hin-
dered when compared to diffusion to the unperturbed membrane. Thus, the location with the stronger
stimulus S1 at the protrusion is not able to “win the competition” against the initially smaller cluster at
S2 due to insufficient transport of inactive signaling molecules to the binding site at S1.

This demonstrates nicely that small perturbations in the cell shape may lead to a qualitative difference
in the behaviour of both models. One interpretation of this observation is that the growth of a protrusion
evokes a direct feedback on the underlying biochemical process, i.e. spatial geometrical changes
cause changes in the biochemical properties of signaling pathways.

(B) There is an optimal cell size for polarization. In the previous experiments in (A), we simulate a cell
with constant diameter 6µm. A variation of the cell’s diameter directly determines the distances that
molecules have to travel within the cell. For instance, the mean square displacement for a molecule in
some time interval ∆t in the cytosol can be calculated from Dc∆t. Assuming the diffusion coefficient
in the range 1µm2/s − 10µm2/s [21, 23, 7], we can conclude that the mean free path per second√
Dc∆t varies between 1µm − 3.16µm. For a small cell with a diameter of 3µm, which can be

assumed for small yeast cells, this means that one molecule typically travels from one end of the cell
to the other in less than one second. It thus is apparent that passive transport processes in small cells
are much more efficient than in larger volumes.

Changing the cell size by a scaling factor ξ > 0 can be achieved in the simulation by a transformation
of variables ~̃x = ξ~x. For the formulation and solution of the model equations, we observe that scaling
the domain size by ξ is equivalent to changing the diffusion coefficients to D̃c = Dc/ξ

2 and D̃m =
Dm/ξ

2 where the superscript tilde denotes the scaled quantities. Furthermore the boundary condition
(3) has to be rescaled as follows:

D̃c∇v · ~n =
1

ξ
f(u, v) +

1

ξ
kSv.(9)

Simulations for circular cells with cell diameters in the range of one order of magnitude from 1.5µm
up to 15µm are performed to illustrate this effect. For all cell sizes, we again impose two stimuli
S1 and S2 at two different locations on the cell membrane. The amplitudes of the stimuli are fixed
while the membrane areas of the stimuli applications are scaled proportionally to the cell size to make
simulations with different diameters comparable. In general, two clusters emerge and compete with
each another. It is then of interest which influence the cell’s diameter has on this competition.

We use two measures to compare the degree of polarization on the membrane (see Methods section).
The first is the mean polarization (POL) which relates the highest concentration to the total mean
concentration on the surface normalized by the surface area. The second is the polarization factor
(PF) which is calculated from the area of the smallest surface patch that comprises half of the mass
on the surface. For the steady states of the simulations, we calculate PF and POL for varying cell
sizes, see Figure 4.

The GOR and WP models exhibit essentially different polarization behaviours. For the GOR model the
clusters grow mainly in "height"(i.e. locally high concentrations), while for the WP model a travelling
wave can be observed where the cluster grows in width but not in height.

For the GOR model we observe that the POL measure is slightly decreasing, since the cluster height
does not grow proportionally to the cell size (compare Figure 4). On the other hand the relative cluster
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column].

width is decreasing and therefore the PF measure is increasing with cell size. The developement of
the relative cluster width in relation to the cell size is shown in Figure S5 in the Supporting Text. It
shall be noted that for a cell size smaller than 4.5µm, polarization is not achieved for the employed
parameters.

For the WP model the POL measure decreases with larger cells since the cluster height is the same
for smaller and larger cell shapes. The PF measure decreases as well. The surface to volume ratio
scales with 2/R. Hence, if the maximum concentration of the cluster is fixed, the cluster width grows
with the cell size. An explicit formula of the cluster width is derived in the Supporting Text. The formula
is in almost exact agreement with the numerical 2D simulation and predicts that the realtive cluster
grows linearly with R. For a cell size of R = 15µm more than 80% of the cell surface is polarized
(see Figure S5 in the Supporting Text). For a cell size smaller than 3µm, polarization is not achieved.

We also compare the duration for the build-up of polarization by measuring the time until 90% of the
final PF value is reached. Especially the increase for larger cells is significant. In fact, the polarization
time for a cell with diameter of 15µm is almost four times higher than that for a cell of diameter 6µm.

For both models we observe that polarization is either not possible for very small cells or takes very
long for larger cells. For the choosen parameter values, we can demonstrate that there is indeed an
optimal cell size for both examined mechanisms. For the considered models the optimal cell size lies
in between 5µm and 10µm.

(C) Membrane barriers can amplifiy cluster formation. Interior subdomains such as organelles and
diffusion barriers on the membrane potentially play an important role in the signaling process. In the
budding yeast, bud and birth scars occur after cell division an may have and influence on subsequent
cell polarization. Furthermore, it is known that during cell division diffusion barriers are established to
separate material of mother and daughter cells still sharing a contiguous membrane [8]. In a recent
study [42] it is shown that septin structures in yeast are formed in the early phase of polarization
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and that Cdc42 clusters can be trapped in these regions. We introduce membrane diffusion barriers
into the model to examine the influence of these inhomogeneities on the polarization behaviour, see
Figure 5.

As in the previous setups, two signals S1 and S2 of different strenghts are applied but their posi-
tions are switched (see Figure 5). Therefore, the weaker stimulus S1 is located at the protrusion to
demonstrate the strong influence of diffusion barriers on the membrane. First, we simulate the effect
of diffusion barriers surrounding the location of signal S1 (see Figure 5 left column). For both models
we use again the diffusion coefficients Dc = 3µm2/s and Dm = 0.015µm2/s and a cell with a pro-
trusion of length 1.5µm, which is exactly the same cell geometry as used in section (A). In contrast to
section (A) the weaker stimulus is applied at the protrusion S1. However, this time it is surrounded by
diffusion barriers. Interestingly, the cluster induced by the weaker stimulus S1 now grows steadily while
the cluster induced from the stronger stimulus S2 vanishes. Hence, the diffusion barriers compensate
the negative feedback caused by the protrusion as examined in (A). This effect can be obeserved for
both models. The result is shown in Figure 5 left column. The observed effect can be attributed to an
easier accumulation of signaling molecules at S1 since the transport away from S1 is blocked by the
introduced barriers.

We repeat the same setup with the same parameters and cell shapes. However, this time we employ
a one-sided diffusion barrier which is placed next to signal S1 at the protrusion, see Figure 5 right
column. In yeast cells, such impermeable regions on the membrane could correspond to bud scars
which emerge after cell division. It is a topic of current research to find out whether these scars have
an influence on the budding process. For the GOR model, we observe that due to restricted diffusion
caused by the barrier, the cluster at the weaker stimulus S1 grows much stronger than the cluster at
the stronger stimulus S2. We thus have the same effect as for surrounding diffusion barriers. However,
the influence of a one-sided diffusion barrier is weaker and and can not compensate the negative
feedback induce by the protrusion in the case of the WP model.

The effects of barriers surrounding the protrusion and impermeable regions in the vicinity of the
signal are qualitatively similar. During cluster formation on the membrane, active membrane-bound
molecules diffuse laterally from high concentrations to low concentrations with diffusion coefficient
Dm. Reducing this diffusion diminishes the diffusive flux which counteracts the growth of the clus-
ter. Therefore, diffusion barriers on the membrane have the potential to accelerate and stabilize cell
polarization.

(D) Organelles in the cytosol can alter polarization preferences. Cells accommodate many structures
of different sizes, for instance large membrane structures like the endoplasmatic reticulum, the nucleus
and other organelles. Thanks to recent advances in imaging technologies, very detailed microscopic
images of the cytoplasma can be produced, see for example [29, 54]. Intracellular structures certainly
influence diffusive but also vesicular transport in the cell [32, 17, 5]. During cell division, the spatial
position of the organelles has to be organized and is most likely controlled by signaling, but effectively
also influences signaling itself. Even for small cells, the calculation of effective diffusion coefficients is
usually inferred from molecule properties and viscosity of the medium. However, these derivations do
not incorporate intracellular diffusion barriers as organelles or impermeable membranes in general.
Therefore, we examine which effects obstacles in the medium have on intracellular gradients.

To address this goal, we perform computational experiments with organelles of different sizes and
shapes placed in different areas of a circular cell, see Figure 6. As in the setups before, two competing
signals S1 and S2 are applied. For both models we again use the diffusion coefficientsDc = 3µm2/s
and Dm = 0.015µm2/s. During initial growth and competition of the two clusters, the cytosolic
concentration decreases in between the large organelle and the membrane at the stronger signal S1.
Since cytosolic transport is limited in the vincinity of S1 due to the obstacle and inactive signaling
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FIGURE 5. The influence of diffusion barriers on the membrane are investigated for
the GOR and WP model according to results section (C). In contrast to section (C), the
positions of the stimuli S1 and S2 are switched to demonstrate the strong effect of the
barriers Hence, the weaker stimulus is located at the protrusion. A two-sided diffusion
barrier is placed around the signal location S1 [right column]. An impermeable area
with no diffusion is placed at the left-hand side next to the signal location S1 [left
colunm].

molecules are accumulated on the membrane, the gradient is especially large in between S1 and the
boundary of the obstacle. The weaker stimulus S2 eventually dominates the process for both the WP
and the GOR model because of better supply with cytosolic molecules. Steady state is reached even
earlier as in the case without internal obstacle which means that the organelle actually accelerates the
polarization process.

Since there are many organelles of different sizes and shapes in the cell, we also investigate which
influence the size of the organelles have. For this, we replace the large oval organelle by two and
three smaller circular organelles, see Figure 6 center columns. The smaller organelles were placed at
approximately the same distance to S1 as the larger organelle of the first experiment. Interestingly,
the two examined models exhibit different different sensitivities to the changed setup.



12

S1

S2

S1

GOR

WP

S1 S1

S2 S2 S2

8

4

12

0 5 10 15 200 5 10 15 200 5 10 15 200 5 10 15 20

1.2

0.9

0.3

0.6

0 5 10 15 200 5 10 15 200 5 10 15 200 5 10 15 20

t=3000s

t=15s
t=540s

t=3000s

t=15s
t=540s

t=3000s

t=15s
t=540s

t=3000s

t=15s
t=540s

t=540s

t=15s
t=120s

t=540s

t=15s
t=120s

t=540s

t=15s
t=120s

t=540s

t=15s
t=120s

S1 S2 S1 S2 S1 S2 S1 S2

S1 S2 S1 S2 S1 S2 S1 S2

8

4

12

8

4

12

8

4

12

1.2

0.9

0.3

0.6

1.2

0.9

0.3

0.6

1.2

0.9

0.3

0.6

FIGURE 6. The influence of cytosolic diffusion barriers with the GOR and the WP
models is investigated, see results section (D). “Organelles” (represented by circles or
ellipses) which serve as diffusion barriers are placed at different positions. Two stimuli
S1 and S2 of different strengths are applied. Stimulus S1 at the top prevails only if
the organelle is sufficiently far away (center or bottom positions). With the organelles
placed close to the stronger stimulus S1, it is supressed and S2 dominates.

For the GOR model the effect of the large organelle is very clear and the cell polarizes at S2. For
two and three small organelles the cluster gradually moves closer towards the location of the stronger
stimulus S1. It can also be seen that for the large organelle the cytosolic volume is smaller than for
two and three obstacles and since we started the simulations with the same initial concentration there
are also less molecules in the cytosol. Therefore, the steady state cluster is slightly smaller than for
three and two small organelles.

For the WP model, we observe a significant change of outcomes with two or three obstacles when
compared to the first single obstacle setup. The polarization time increases with three obstacles which
is even more pronounced in the setting with two obstacles. For instance, the polarization is almost
completed after 500s while it takes roughly 1000s for two and three organelles and even 3000s in the
case that the organelle is placed at the bottom and therefore has only little impact on the polarization.
Nevertheless, the same steady state is reached in all three setups.

We conclude that the GOR model is more gradually influenced by the form of the organelles in the cy-
tosol, while the steady state of the WP model behaves rather switch-like with respect to the introduction
of different cytosolic diffusion barriers.
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DISCUSSION

Cell polarization is a fundamental process during cell division, cell differentiation and directed growth.
In this paper we focus on the crucial initial phase of polarization when a polarization site is established.
Since spatial aspects are often neglected in computational as well as experimental investigations, our
main question is if and how spatial parameters like cell size, cell shape and spatial inhomogeneities
influence the polarization process.

Our study is based on a conceptual two component model which describes the shuttling of one mole-
cule from the cytosol to the membrane and vice versa. Various models of this type can be found in the
literature. Since many of these models have been formulated and simulated only in a 1D environment,
we suggest a consistent expansion of this class of models to 2D and 3D. In the presented framework,
different cell shapes, curved membranes, diffusion inhomogeneities and barriers are integrated. This
allows us to go beyond the variation of kinetic parameters to the adjustment of several crucial spatial
properties. For this, it is essential to perform simulations at least in 2D so that differences of the sur-
face area, of the inner membrane and the volume of the cytosol, but also of cell shape and organelles
placed in the cytosol can be represented and taken into account appropriately.

In our study we have shown that the influence of cellular inhomogeneities can be quite dramatic and
should certainly be considered when modeling and simulating spatial intracellular processes. For the
realizations of the kinetics, we have choosen the GOR model with Turing-type mechanism on the one
hand, and a Wave-Pinning WP mechanism on the other hand. With these two realizations we perform
a vast number of computational experiments to examine the influence of (A) the cell shape, (B) the cell
size, (C) inhomogeneities on the membrane and (D) organelles in the cytoplasm. For the first setup
(A) we show that protrusions act as a negative feedback while intrusions act as a positive feedback.
This suggests that growth and maintainance of long protrusions or flagella is complicated for a cell
due to limited intracellular transport. Furthermore, we demonstrate that with fixed kinetic parameters
there exists an optimal cell size for the GOR and the WP models. For both mechanism the polarization
measured by the average polarization (POL) decreases for larger cells. Moreover, polarization times
increase dramatically for large cells. Opposite to that, small cells are unable to polarize at all for the
WP and GOR mechanism. An optimum for the suggested parameters and both models could be found
for cells with a diameter between 5µm and 10µm. Diffusion inhomogeneities on the membrane were
investigated in setup (C). We show that diffusion barriers can act as a positive feedback on cluster for-
mation. Diffusion on the membrane usually counteracts cluster formation. Hence, hindering membrane
diffusion yields an amplification of the signal. As a consequence, the ability to grow large protrusions
is enhanced by diffusion barriers on the membrane. In experimental setup (D), we introduce different
organelles into the cytosol. We demonstrate that reduced transport due to obstacles leads to a change
of the polarization behaviour despite fast cytosolic diffusion. In particular, placing an organelle in the
vicinity of a cluster limits the membrane-cytosolic shuttling and therefore also limits the possible growth
of the cluster.

The results of this paper are based on static geometries and are therefore important to consider
for cells that move or grow slowly in comparison to the diffusion and polarization processes. These
assumptions are valid for many fungi, but also plant cells or neurons. Apart from this, the observation
that spatial inhomogeneities may significantly influence intracellular transport processes is generically
applicable to most cells and demands for further research.

In this work we assume relatively small cells with a diameter of approximately 6µm and vary the cell
size between 1.5µm to 15µm. However, spatial effects on transport processes become more severe
for larger and geometrically more complex cells. Neurons for instance grow large dendrits that detect
various stimuli. It has been shown in earlier work that Turing patterns and phosphorylation systems can
occur especially in larger cells [7] considering biochemical networks in space. Here, different cell sizes
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have been considered, but not the important conceptual effects of cell shape and inhomogeneities on
the membrane and in the cytosol.

Recent advances in imaging techniques such as total internal reflection fluorescence (TIRF) and con-
focal and electron microscopy have the potential to provide quantitative data for effects of cell shape
and spatial inhomogeneities. Computer tomographic images of cells can be translated into computa-
tional meshes and could serve as a basis for spatial modeling and simulation in the future.

Our results already suggest many spatial effects that could be investigated with such methods. There-
fore, we hope that our approach leads to experimental investigations that give more insight into funda-
mental processes such as cell differentiation, directed growth and cell division.

METHODS

Polarization measures. For a comparison of the models we employ different polarization measures [9,
27] which provide an indication about the localization and strength of a polarization. The first measure
is related to the largest value of the surface concentration which is denoted by uf = max~x∈M cell u(~x).
For the comparison of varying concentrations we define the average polarization by

POL(u) =
1

|M cell|
· uf − ū

ū
,(10)

ū =
1

|M cell|

∫
M cell

u dA.

This measure gives us information on direction and magnitude of polarization. However, the size of
the cluster and its relative mass is not reflected. To account for this information, we employ a second
measure called the "polarization factor"defined by

PF(u) = 1− 2
Mpol(u)

|M cell|
,(11)

Mpol(u) = min
{
|BR(xf ) ∩M cell | such that∫

BR(xf )∩M cell

u dA =
1

2

∫
M cell

u dA
}
,

where ~xf ∈M cell such that uf = u(~xf ).

Numerical methods. Simulations were performed using the Distributed and Unified Numerics Environ-
ment (DUNE) [4, 3]. We use a finite element method (FEM) of first order based on triangular meshes.
The equation for the membrane-bound species is solved on the boundary of the mesh, while the equa-
tion for the cytosolic species is solved in the whole meshed domain. The used finite element meshes
were generated with Gmsh [20]. All of these meshes comprise several thousand elements to guaran-
tee a high precision of the method (see Figure S4 in the Supporting Text). More detailed information
on the utilized numerical methods and example meshes can be found in the supplement.

In the following appendix, we give more details concerning the models and the numerical methods
that are used to solve the model equation systems of the main text with the finite element method.
Furthermore, additional illustrations are depicted and explained in Figures S1 to S5. An overview of
units and values of important quantities is provided in Table S1.
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APPENDIX A. MATHEMATICAL MODELS

A.1. 1D modeling framework. One way to understand basic mechanisms of cell polarity is the in-
vestigation of partial differential equations where the geometry of the cell is reduced to one space
dimension. With reduced models of this kind basic features of the reaction-diffusion dynamics can be
captured. The cell is represented by an interval [0, L] which can be either interpreted as a cell diame-
ter transect [23] or the circumference [34] of the cell. In the first case the ends of the interval represent
front and back of the cell, in the latter case the ends of the interval are glued together and periodic
boundary conditions have to be employed. Here, we only introduce the first interpretation. The set of
partial differential equations (PDEs) reads

∂u

∂t
= Du

∂2u

∂x2
+ f(u, v), x ∈ [0, L], t ∈ [0, T ], L ∈ R, T ∈ R+(12)

∂v

∂t
= Dv

∂2v

∂x2
− f(u, v),(13)

with some initial values u(·, 0) and v(·, 0) in [0, L] and no-flux boundary conditions

(14)
∂u

∂x
(0, t) =

∂u

∂x
(L, t) =

∂v

∂x
(0, t) =

∂v

∂x
(L, t) = 0.

A.2. 2D and 3D modeling framework. While the 1D modeling framework neglects details of the
cell geometry, models in 2D or 3D can also account for the spatial structure of a cell. In our models
the computational domain comprises the cytosolic volume V cyt ⊂ Rd, d ∈ {2, 3}, the outer cell
membrane M cell ⊂ ∂V cyt and membranes Morg = ∂V cyt \ M cell that separate the organelles
from the cytosol. A sketch of the computational domain can be seen in Figure S1. Furthermore, we
equip our models with diffusion rates which are not necessarily constant along the cell compartments
M cell and V cyt. Given some initial values u(·, 0) on M cell and u(·, 0) in V cyt, the model equations
incorporating the described cell geometry and inhomogeneous diffusion read

∂u

∂t
= ∇Γ · (Du∇Γu) + f(u, v|Mcell) on M cell × [0, T ],(15)

∂v

∂t
= ∇ · (Dv∇v) in V cyt × [0, T ],(16)

with boundary conditions

−Dv∇v · ~n = f(u, v|Mcell) on M cell × [0, T ],(17)

−Dv∇v · ~n = 0 on Morg × [0, T ](18)

for the cytosolic equation (16), where ~n denotes the vector field of outer unit normals on M cell and
Morg, respectively. For this system of equations we have mass conservation∫

Mcell

u dA

︸ ︷︷ ︸
molecules on the membrane

+

∫
V cyt

v dV

︸ ︷︷ ︸
molecules in the cytosol

= K for each t ∈ [0, T ],(19)

whereK ∈ R. This conservation property directly follows from the model equations’ weak formulation,
see Section B.1.

A.3. The wave-pinning model. The wave-pinning (WP) model is based on the membrane-cytosol
cycling of Rho proteins [37]. It is focused on the case of a single active-inactive pair. The active,
membrane-bound form is represented by its concentration u, whereas the inactive form is represented
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by its concentration v. The interplay of activation and binding to the membrane via GEFs and its
dissociation via GAPs is described by a kinetic function

fWP(u, v) =

(
k0 +

γu2

K2 + u2

)
v − δu.(20)

The originial model in [37] was formulated and simulated in the 1D modeling framework introduced in
Section A.1, where f(u, v) := fWP(u, v). Using the same kinetic function in the modeling framework
from Section A.2, we get a formulation of the model in 2D or 3D. In Figure S3 we compare the results
of a simulation which is performed using both modeling frameworks. For the 2D modeling framework
from Section A.2 a circular cell with a diameter of 6µm was used. The domain for the 1D simulation is
an interval with a length corresponding to the circumference of the circular cell. The model behaviour of
1D simulation and 2D simulation in the initial phase is essentially the same. Both simulations result in
one cluster of the same amplitude. However, due to a different geometry and surface/volume ratio the
size and position of the cluster differs. The results are very similar, indicating that our implementation
for higher dimension discretizations is correct.

A.4. The Goryachev model. The Goryachev (GOR) model [21] describes the initial phase of polar-
ization of budding yeast. In this model the spatiotemporal dynamics of a Cdc42 cluster during the
budding process of S. cerevisae is modeled, by describing the cycling process from membrane to cy-
tosol. The fast diffusing cytosolic species with its concentration v represents the GDP-bound inactive
Cdc42 complex. The active, membrane-bound form of Cdc42 is represented by the surface concentra-
tion u. The GOR model was orignally formulated in 3D and simulated using Virtual Cell [12]. Instead
of the detailed biochemical model we use a condensed model that captures the basic properties and
was also proposed in [21]. This basic model employs the kinetics

fGOR(u, v) = αEcu
2v + βEcuv − γu,(21)

Ec =
E0

c

1 +
∫

Mcell

g(u) dA
.

Here, the parameters α, β and γ are constants and Ec represents the Cdc24-Bem1 complex. For
simplicity we assume Ec to be constant. We formulate the GOR model in the 1D modeling framework
from Section A.1 and in the 2D and 3D modeling framework from Section A.2, both using f(u, v) :=
fGOR(u, v). For a simulation performed in 1D and in 2D a comparison of the results is shown in
Figure S3. Again we used a circular cell with a diameter of 6µm for the 2D simulation and an interval
with a length corresponding to the circumference of the circular cell for the 1D simulation. The model
behaviour of 1D simulation and 2D simulation in the initial phase is essentially the same and both
simulations result in one cluster. While the qualitative behaviour is essentially the same for this cell
geometry, the size of the cluster differs in the 1D and 2D simulation due to a different surface/volume
ratio.

APPENDIX B. NUMERICAL METHODS USED FOR SIMULATIONS

In the following, the numerical approach is described that is used for simulating the mathematical
models formulated in the 2D and 3D modeling framework from Section A.2. As for all numerical ap-
proaches, the fundamental idea is to discretize the mathematical model. This process yields a system
of algebraic equations which can be solved using a computer.

To separate discretization in space and time, we use the well-known method of lines, see e.g. [46], and
start with a semidiscretization in space using finite element methods of first order based on triangular
meshes. Given a triangular mesh which describes the geometrical setup introduced in Section A,
the equation for the volume species is treated by the standard conforming finite element approach,
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employing Lagrange basis functions of polynomial degree one. To treat the equation describing the
membrane-bound species, we apply a surface finite element method on the boundary of the mesh
using a restriction of the same volumetric basis functions. This enables implementing the numerical
approach with tools provided by standard software frameworks for scientific computing. The idea of
performing spatial discretization by combining the conforming finite element method and surface finite
elements on the same mesh is related to the procedure presented in [16], where a similar approach is
used for the discretization of a coupled elliptic model problem.

With the method of lines, different schemes can be employed for the discretization in time. In accor-
dance with our spatial discretization we restrict ourselves to first-order schemes. We use both a fully
implicit scheme and a semi-implicit scheme inspired by the implicit-explicit (IMEX) Euler method pre-
sented e.g. in [26]. The idea of the IMEX method is to treat the spatially discretized reaction part of the
system explicitly. Therefore, on the one hand the membrane equation and the cytosolic equation are
decoupled and thus can be treated separately, and on the other hand the non-linearities are treated
explicitly which enables using a linear solver. On the downside, an explicit treatment of the reaction
part can affect the stability of the scheme in the reaction-dominated case and for a stiff reaction part in
gereral [26]. Our semi-implicit scheme decouples membrane and cytosolic equations while still treat-
ing the reaction part of each separate equation and its non-linearities implicitly. For each equation this
is done by treating only the unknowns of the other equation explicitly.

B.1. Weak formulation. First, we derive a weak formulation of model equations (15) – (18) in order
to apply finite element methods for semidiscretization in space. Let Vvol := H1(V cyt) denote the
usual Sobolev space containing weak solutions of elliptic equations in the bulk domain V cyt. A natu-
ral counterpart containing weak solutions of elliptic equations on hypersurfaces are surface Sobolev
spaces [55, 13, 14]. To treat equation (15) on the closed hypersurface M cell we therefore define the
surface Sobolev space Vsur := H1(M cell).

Multiplication of model equations (15) and (16) with some test functions ϕu ∈ H1(M cell) respectively
ϕv ∈ H1(V cyt) results in

d

dt

∫
Mcell

uϕu dA =

∫
Mcell

∇Γ · (Du(x)∇Γu)ϕu dA+

∫
Mcell

f(u, v|Mcell)ϕu dA,(22)

d

dt

∫
V cyt

v ϕv dV =

∫
V cyt

∇ · (Dv(x)∇v)ϕv dV.(23)

Application of the integration by parts formula for Sobolev spaces in (23), and its analog derivable from
the surface divergence theorem (see [14] and references therein) in (22), yields

d

dt

∫
Mcell

uϕu dA = −
∫

Mcell

Du(x)∇Γu · ∇Γϕu dA+

∫
Mcell

f(u, v|Mcell)ϕu dA,(24)

d

dt

∫
V cyt

v ϕv dV = −
∫

V cyt

Dv(x)∇v · ∇ϕv dV +

∫
∂V cyt

Dv(x)
∂v

∂~n
ϕv|∂V cyt dA.(25)
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Due to the boundary conditions (17) and (18), together with ∂V cyt being the disjoint union M cell ∪
Morg, this is equivalent to

d

dt

∫
Mcell

uϕu dA = −
∫

Mcell

Du(x)∇Γu · ∇Γϕu dA+

∫
Mcell

f(u, v|Mcell)ϕu dA,(26)

d

dt

∫
V cyt

v ϕv dV = −
∫

V cyt

Dv(x)∇v · ∇ϕv dV −
∫

Mcell

f(u, v|Mcell)ϕv|Mcell dA.(27)

The weak formulation of model equations (15) – (18) now is to look for a solution (u, v) ∈ L2([0, T ],Vsur)×
L2([0, T ],Vvol), such that for each t ∈ [0, T ]

d

dt

∫
Mcell

uϕu dA = −
∫

Mcell

Du(x)∇Γu · ∇Γϕu dA+

∫
Mcell

f(u, v|Mcell)ϕu dA for all ϕu ∈ Vsur,

(28)

d

dt

∫
V cyt

v ϕv dV = −
∫

V cyt

Dv(x)∇v · ∇ϕv dV −
∫

Mcell

f(u, v|Mcell)ϕv dA for all ϕv ∈ Vvol.

(29)

Note that also the constant test functions ϕu ≡ 1 respectively ϕv ≡ 1 are permitted which yields
mass conservation (19).

B.2. Semidiscretization in space. To obtain a semidiscretized system, we combine the conforming
finite element approach (FEM) and a surface finite element method (SFEM). The FEM is a standard
approach which is well-known to literature. See e.g. [10, 6] to gain an insight into the methodology. An
SFEM developed in [13] can be seen as a natural generalization, as the idea of FEM is transfered to
elliptic equations on hypersurfaces. Its extension [14] to treating parabolic equations, like membrane
equation (17), provides the basis for the SFEM that we use.

Both approaches are based on an approximation of the bulk domain V cyt and the hypersurfaceM cell,
each by a triangulable geometrical object, and corresponding meshes. For simplicity, we assume V cyt

to be a polyhedral domain that can be exactly represented by a triangular mesh Th. With M cell being
part of the boundary of V cyt, it corresponds to a set of boundary entities of Th which make up a surface
mesh T sur

h ⊂ Th. Each method uses its corresponding mesh to set up a finite-dimensional function
space usable for spatial discretization of the model equations. In particular, we replace the function
spaces Vsur and Vvol by finite-dimensional conforming function spaces Vsur

h ⊂ Vsur respectively
Vvol

h ⊂ Vvol and seek a semidiscrete solution (uh, vh) ∈ L2([0, T ],Vsur
h ) × L2([0, T ],Vvol

h ), such
that for each t ∈ [0, T ]

d

dt

Z
Mcell

uh ϕu,h dA = −
Z

Mcell

Du(x)∇Γuh · ∇Γϕu,h dA +

Z
Mcell

f(uh, vh|Mcell) ϕu,h dA for all ϕu,h ∈ Vsur
h ,(30)

d

dt

Z
V cyt

vh ϕv,h dV = −
Z

V cyt

Dv(x)∇vh · ∇ϕv,h dV −
Z

Mcell

f(uh, vh|Mcell) ϕv,h dA for all ϕv,h ∈ Vvol
h .(31)

As discrete function spaces, we employ the node-based Lagrange spaces of polynomial degree one
on T sur

h and Th. With the basis functions
{
ϕxh

u,h

}
xh∈X sur

h

of Vsur
h and the basis functions

{
ϕxh

v,h

}
xh∈Xh
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of Vvol
h , where X sur

h and Xh are the sets of nodes associated with the basis functions, we deduce

d

dt

Z
Mcell

uh ϕ
xh
u,h dA = −

Z
Mcell

Du(x)∇Γuh · ∇Γϕ
xh
u,h dA +

Z
Mcell

f(uh, vh|Mcell) ϕ
xh
u,h dA for all xh ∈ X sur

h ,(32)

d

dt

Z
V cyt

vh ϕ
xh
v,h dV = −

Z
V cyt

Dv(x)∇vh · ∇ϕ
xh
v,h dV −

Z
Mcell

f(uh, vh|Mcell) ϕ
xh
v,h dA for all xh ∈ Xh.(33)

The semidiscrete solution (uh, vh) can be represented as

(34) uh =
∑

x̃h∈X sur
h

bx̃h
u (t)ϕx̃h

u,h and vh =
∑

x̃h∈Xh

bx̃h
v (t)ϕx̃h

v,h

by time-dependent coefficient vectors ~bu(t) =
(
bx̃h
u (t)

)
x̃h∈X sur

h

and ~bv(t) =
(
bx̃h
v (t)

)
x̃h∈Xh

. There-

fore, we get a system of ordinary differential equations

(35)
Mu ·~b′u(t) + Su ·~bu(t) = ~fu

(
~bu(t),~bv(t)

)
Mv ·~b′v(t) + Sv ·~bv(t) = −~fv

(
~bu(t),~bv(t)

) }
on [0, T ],

with mass and stiffness matrices

Mu :=

„Z
Mcell

ϕ
x̃h
u,h ϕ

xh
u,h dA

«
xh∈X sur

h
,x̃h∈X sur

h

, Su :=

„Z
Mcell

Du(x)∇Γϕ
x̃h
u,h · ∇Γϕ

xh
u,h dA

«
xh∈X sur

h
,x̃h∈X sur

h

,(36)

Mv :=

„Z
V cyt

ϕ
x̃h
v,h ϕ

xh
v,h dA

«
xh∈Xh,x̃h∈Xh

, Sv :=

„Z
V cyt

Dv(x)∇ϕ
x̃h
v,h · ∇ϕ

xh
v,h dA

«
xh∈Xh,x̃h∈Xh

,(37)

and vector valued right hand side functions ~fu, ~fv,

~fu
~̀bu(t),~bv(t)

´
:=

„Z
Mcell

f
“X

x̃h∈X sur
h

b
x̃h
u (t) ϕ

x̃h
u,h,

X
x̃h∈Xh

b
x̃h
v (t) ϕ

x̃h
v,h|Mcell

”
ϕ

xh
u,h dA

«
xh∈X sur

h

,(38)

~fv
~̀bu(t),~bv(t)

´
:=

„Z
Mcell

f
“X

x̃h∈X sur
h

b
x̃h
u (t) ϕ

x̃h
u,h,

X
x̃h∈Xh

b
x̃h
v (t) ϕ

x̃h
v,h|Mcell

”
ϕ

xh
v,h dA

«
xh∈Xh

.(39)

B.2.1. SFEM matrix/vector assembly via volumetric FEM basis functions. As we use node-based La-
grange spaces of the same polynomial degree based on the same triangular mesh, the set of Lagrange
nodes of Vsur

h can be described as X sur
h = {xh ∈ Xh | xh ∈M cell} ⊂ Xh. Moreover, the employed

Lagrange basis functions have the property, that

(40) ϕxh
u,h = ϕxh

v,h|Mcell ∀xh ∈ X sur
h .

Thus, instead of directly implementing the SFEM ansatz space Vsur
h , the constrained function space

(41) ∂Vvol
h := {v ∈ Vvol

h | v(xh) = 0 for xh ∈ Xh \ X sur
h } ⊂ Vvol

h

can be utilized to perform the assembly ofMu, Su, ~fu and ~fv. In particular, the restriction of its basis{
ϕxh

v,h

}
xh∈X sur

h

to the set M cell equals the Lagrange basis
{
ϕxh

u,h

}
xh∈X sur

h

of Vsur
h .

Note that ∂Vvol
h 6⊂ Vsur

h . Hence, the surface component of the numerical solution can not be directly
represented in the space ∂Vvol

h . Nevertheless, using the identity ∂Vvol
h |Mcell = Vsur

h , the semidiscrete
solution (uh, vh) ∈ L2([0, T ],Vsur

h )× L2([0, T ],Vvol
h ) can be calculated as

(42) uh =
∑

x̃h∈X sur
h

bx̃h
u (t)ϕx̃h

v,h|Mcell and vh =
∑

x̃h∈Xh

bx̃h
v (t)ϕx̃h

v,h.
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B.3. Fully discretized systems. System (35) can be equivalently written as

~b′u(t) = −M−1
u Su ·~bu(t) +M−1

u · ~fu

(
~bu(t),~bv(t)

)
,(43)

~b′v(t) = −M−1
v Sv ·~bv(t)−M−1

v · ~fv

(
~bu(t),~bv(t)

)
,(44)

or as

(45) ~b′(t) = −M−1S ·~b(t) +M−1 · ~f
(
~b(t)

)
on [0, T ],

using the notation
(46)

M :=

(
Mu 0

0 Mv

)
, S :=

(
Su 0
0 Sv

)
, ~b(t) :=

(
~bu(t)
~bv(t)

)
and ~f

(
~b(t)

)
:=

(
~fu

(
~b(t)

)
~fv

(
~b(t)

)) .
For discretization in time the interval [0, T ] is split into sub-intervals [tk, tk−1] of length τk := tk−tk−1,
k = 1 . . . , K , with 0 = t0 < t1 < · · · < tk < · · · < tK−1 < tK = T . By ~bk we denote a time-
dependent coefficient vector~b evaluated at tk. Employing the backward Euler method in (45), we end
up with a system of nonlinear algebraic equations

(47) ~bk = ~bk−1 − τM−1S ·~bk + τM−1 · ~f
(
~bk
)
, k ∈ {1, . . . , K},

which can be solved e.g. using a multidimensional Newton’s method. However, solving this fully dis-
cretized system can get very time-consuming, especially when a fine finite element mesh is used, as
this results in high-dimensional coefficient vectors. For this reason, we employ a semi-implicit scheme
for temporal discretization which decouples equations (43) and (44). In particular, we use the back-
ward Euler method separately for each equation, while treating the unknowns of the other equation
explicitly. In contrast to the IMEX Euler method (see e.g. [26]) the unknowns of each separate equation
are thus treated fully implicit. The fully discretized system then reads

(48)
~bku = ~bk−1

u − τM−1
u Su ·~bku + τM−1

u · ~fu

(
~bku,

~bk−1
v

)
~bkv = ~bk−1

v − τM−1
v Sv ·~bkv + τM−1

v · ~fv

(
~bk−1

u ,~bkv
) }

k ∈ {1, . . . , K}

and can be solved e.g. using a multidimensional Newton’s method for both equations in parallel.

Our experiments have shown no obvious qualitative differences between the solutions computed with
both schemes (47) and (48).

B.4. Simulation framework. The presented numerical approach can be implemented with tools pro-
vided by standard PDE software frameworks. For the assembly of the required matrices, the framework
has to provide the space of simplicial Lagrange finite elements of order one on a triangular mesh. Fur-
thermore, it either has to provide the space of simplicial Lagrange finite elements of order one on the
boundary of the same mesh or a mechanism for constraining the degrees of freedom of the volumet-
ric Lagrange space which do not lie on the boundary of the mesh. The latter mechanism usually is
available in those frameworks, since constrained degrees of freedom are frequently used to implement
Dirichlet boundary conditions.

All of our simulations were performed using the Distributed and Unified Numerics Environment (DUNE)
[4, 3]. The numerical discretization schemes were implemented using the discretization module DUNE-
PDELab which is based on DUNE. It provides the volumetric finite element space Vvol

h which in ad-
dition can be constrained for SFEM matrix/vector assembly using the space ∂Vvol

h . Furthermore, it
features an easy to use assembly infrastructure, as well as the linear solver, nonlinear solver and
time-stepping schemes that were used.

The finite element meshes were generated with Gmsh [20], examples of which are depicted in Figure
S4. All of these meshes comprise several thousand elements to guarantee a high precision of the
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method. Additionally, meshes are refined near the outer cell membrane M cell in our simulations to
enable an accurate computation of the coupling process on the surface.

All code and meshes used in this work are freely available from the authors on request.

B.5. Alternative approaches. An alternative approach usable for simulating the mathematical mod-
els is presented in [18]. It uses an implicit description of the cellular geometry via level set functions
and seems to be promising especially in the context of geometrical setups that are more complex than
those investigated in this work, like those arising from real microscopy data. Particularly, it might be
useful for coping with a cellular geometry that even evolves in time. Furthermore, already for simple
geometries it can be advantageous as there is no need for a customized mesh generation. This can
ease the simulation workflow. A similar approach can be found in [50], which also has the advantage
of using an implicit geometry description, but uses a diffuse-interface representation via a phase-field
function.

Another alternative approach is presented in [41] and implemented in the cell modeling and simulation
software Virtual Cell [12]. Though employing a cell-centered finite volume scheme on a regular mesh
and thus approximating the membrane M cell in a staircase manner, convergence results for static
spherical geometries are presented in [41] that render the method well-suited in the considered case.

APPENDIX C. ASYMPTOTIC ANALYSIS

C.1. WP model. In the following, we want to examine analytically the size of the cluster for the WP
model. After stimulation on the cell surface (as performed in the simulations in the main text ) a travel-
ling wave occurs that is pinned due to mass conservation of the system. For the WP model the cluster
grows mainly into the width but only slightly into the height. In addition to the POL measure from the
main text, which describes the relative height of the cluster, we therefore introduce a new measure for
the relative cluster width as follows:

POLw :=
|M+|
|M cell|

,(49)

where M+ is the excited region of the cell surface. The excited region of the cell surface is defined as
the surface area, where the surface concentration u is higher than the average surface concentration
ū:

M+ := {~x ∈M cell|u(~x) > ū} and

ū =
1

|M cell|

∫
M cell

u dA.

Therefore, the POLw measure compares the size of the excited part (called cluster) to the total
surface area of the cell. Due to the structure of the reaction kinetics of the WP model the concentration
level of active molecules u on the cell surface separates the cell surface into two parts. The excited
part M+ ⊂ M cell of the cell surface is at concentration level u+ and the not excited part M− ⊂
M cell \M+ is at concentration level u−. At steady state the concentration in the volume is almost
equally distributed and takes the value vc. Due to mass conservation, in steady state it holds

|M+|u+ + (|M cell| − |M+|)u− + |V cell|vc ≈ |M cell|u(0) + |V cell|v(0).

Solving this equation for the excited area of the cell surface |M+| we get

|M+| ≈ |M
cell|(u(0)− u−) + |V cell|(v(0)− vc)

u+ − u−
.
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Using this relation, we can easily approximate the POLw measure:

POLw ≈ 1

u+ − u−

(
(u(0)− u−) +

|V cell|
|M cell|

(v(0)− vc)

)
.(50)

In the case of a circular/spherical cell this becomes

POLw ≈ 1

u+ − u−

(
(u(0)− u−) +

R

d
(v(0)− vc)

)
,(51)

where d ∈ {2, 3} is the dimension of the computational representation of the cell. Therefore, the rela-

tive cluster width grows linearly with the cell size. Note that for a 1D model, the ratio |V
cell|

|Mcell| is constant
and the relative cluster width defined in (50) becomes independent of the cell size. A comparison of
the simulated and the approximated cluster width in (50) is presented in Figure S5.

C.2. GOR model. In the following, we investigate the behaviour of the GOR model during the initial
phase, in order to estimate the influence of the diffusion parameters on the cluster width. The 1D model
is locally a good approximation for the behaviour of higher dimensional models (2D or 3D) in a circular
or spherical cell near the steady state [38, 43]. Therefore, we perform the analysis of asymptotics for
the corresponding 1D model. For the asymptotic analysis of bulk-surface reaction-diffusion systems in
higher dimensions, such as models formulated in the modeling framework from Section A.2, we refer
to [45, 31]. Since we want to investigate the model behaviour in the steady state, we introduce

~w =

(
u− u0

v − v0

)
,

where u0 and v0 are the steady states of the equation system (12), (13). The linearized equations of
this system at ~w = 0 reads as

∂ ~w

∂t
= D∆~w + J ~w,

where

D =

(
Dm 0
0 Dc

)
and J =

(
fu fv

−fu −fv

)
.

With this, we define the eigenvalue problem

∆ ~W + k2 ~W = 0

and
∂ ~W

∂t
(0, t) = 0,

∂ ~W

∂t
(L, t) = 0

where k is the eigenvalue. Let ~Wk be the corresponding eigenfunction for the wavenumber k. In the
special case above this is ~Wk ∝ cos(nπx/L) and the wavenumber is k = nπ/L. The wavelength
ω is porportional to 1/k and is calculated by ω = 2πL/k. Since the problem is linear, we look for
solutions of the form

~w(~x, t) =
∑

k

ck exp(λt) ~Wk,

where the constants ck are determined by a Fourier expansion of the initial condition in terms of Wk.
λ is the eigenvalue which determines the temporal growth. With this, we get for each k that

λWk = D∆Wk + JWk

= −Dk2Wk + JWk.
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We require nontrivial solutions for Wk, so the λ are determined by the roots of the characteristic
polynomial

0 =
∣∣λI − J +Dk2

∣∣
=

∣∣∣∣λ− fu +Dmk
2 −fv

fu λ+ fv +Dck
2

∣∣∣∣
= (λ− fu +Dmk

2)(λ+ fv +Dck
2) + fvfu

= λ2 + λ ((Dc +Dm)k2 + fv − fu)︸ ︷︷ ︸
=A(k)

+DmDck
4 − k2(Dcfu −Dmfv)︸ ︷︷ ︸

=B(k)

(52)

For a temporal growing wave number k we require λ to be positive. Since A(k) is positive, we only
get positive roots for λ iff B(k) ≤ 0. From this we deduce

0 ≤ k ≤
√
Dcfu −Dmfv

DmDc

= kmax.

The polynomial (52) can also be seen as a function of k2. Solving for the value of k where λ is maximal
yields

k∗ =

{
1

Dc −Dm

[
−(fu + fv) +

(√
Dm

Dc

+

√
Dc

Dm

)√
fufv

]} 1
2

.

This wave number is the fastest growing for a perturbation near the homogeneous steady state. For
the GOR model this results in following values:

Dc Dm k∗ kmax

GOR 1 0.0025 0.32 1.26
3.0 0.015 0.16 0.51

.

Since the wave length of the fastest growing cluster is linearly dependend on 1/k, we can conclude
that the cluster width during the initial phase is larger for the combination of diffusion coefficients
Dc = 3.0µm2/s and Dm = 0.015µm2/s than for the combination Dc = 1.0µm2/s and Dm =
0.0025µm2/s. However, the exact cluster width at steady state differs for higher dimensions and is
calculated numerically in Figure S5.
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APPENDIX D. FIGURES
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V

Figure S1 The schematic cell polarization process is shown next to the computational domain. V cyt

represents the cytosolic volume, which is an area in 2D and a volume in 3D. M cell and Morg are the
boundaries of V cyt and describe the outer cell membrane and the organelles’ membranes.
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Figure S2 The right hand side of both models, plotted for a fixed volume concentration v.
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Figure S3 Comparison of a simulation performed in 2D (left) and in 1D (right). The results essentially
look the same, especially the steady state profile in the end. Slight differences are expected, since the
volume/surface ratio is different in the 1D case and in the 2D case.
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C D

A B

Figure S4 (A+B) Coarse triangular meshes of different cell geometries. The meshes used for the
simulations in the main text are refined to guarantee high accuracy of the obtained solution. The mesh
in (C) contains 24792 elements and in (D) contains 20632 elements.
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the cluster width for the WP model. (B) The relative cluster width and the polarization measure POL
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model parameter/entity value unit description
WP & GOR u - µM · µm concentration of membrane-bound species

v - µM concentration of the cytosolic species
f(u, v) - µM · µm s−1 flux/source term

WP k0 0.067 µm · s−1 rate of basal activation
δ 1 s−1 rate of basal dissociation
γ 1 s−1 maximal rate of auto-activation of u
K 1 µM · µm · s−1 concentration of u resulting in

half-maximal rate of auto-activation
GOR Ec 1.0 µM · µm membrane-bound Cdc24-Bem1 complex

α 0.0033 µM−3 µm−2 s−1 cooperative positive feedback
β 0.0067 µM−2 µm−1 s−1 noncooperative binding to membrane
γ 0.017 s−1 rate of basal dissociation from membrane

Table S1 Parameters and units used for the GOR and WP model.
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