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Abstract

Higher order variational time stepping schemes allow an efficient post-processing for computing a higher order solution. This paper presents an adaptive algorithm whose time step control utilizes the post-processed solution. The algorithm is applied to convection-dominated convection-diffusion equations. It is shown that the length of the time step properly reflects the dynamics of the solution. The numerical costs of the adaptive algorithm are discussed.

1 Introduction

Adaptive time step control is a tool that might increase the efficiency of many simulations of problems from Computational Fluid Dynamics (CFD). There are several proposals in the literature for the way to control an adaptive time step. A simple approach monitors just the change of the solution in two subsequent discrete times, e.g., as applied in [2] to a semi-implicit Euler scheme for the Navier–Stokes equations. In more advanced methods, the time step
control is based on comparing solutions computed with different time stepping schemes. A classical approach from the numerical solution of ordinary differential equations [11,22], the use of embedded schemes, was applied to the incompressible Navier–Stokes equations in [18]. Embedded schemes require only a post-processing step which can be performed very efficiently. One obtains the solution of a scheme with one order less than the originally used scheme, and in this way an estimate of the error for the lower order method. However, the application of embedded schemes is only possible for higher order time stepping schemes. Such schemes do not seem to be popular in the CFD community. Most often, one finds the use of first and second order schemes in the literature. For the Crank–Nicolson scheme, which is of second order, there are two proposals for controlling the time step on the basis of applying another second order scheme and then to estimate the truncation error. In [29], the other second order scheme is the fractional-step $\theta$-scheme and in [10], the use of the explicit Adams–Bashforth scheme was studied. The approach from [29] has a high computational effort. Applying an explicit scheme reduces the computational cost drastically, but the issue of a CFL condition arises. The Adams–Bashforth approach was studied in [10] for one-dimensional convection-diffusion equations, its use for two-dimensional convection-diffusion equations can be found, e.g., in [6,7].

This paper studies higher order variational time discretizations, namely continuous Galerkin–Petrov (cGP($k$), $k \in \{2,3\}$) and discontinuous Galerkin (dG($k$), $k \in \{1,2\}$) methods. As already mentioned above, the use of higher order time stepping schemes does not seem to be popular for applications from CFD. There might be various reasons for this situation, among them are certainly the higher implementation effort and higher numerical costs. However, there are studies which show that the application of higher order time stepping schemes might give much more accurate results than the use of simple schemes, e.g., see [15,18]. In variational time stepping schemes, the temporal derivative is treated in a finite element way. To this end, one takes finite element functions which depend on space and time, makes the ansatz that the discrete solution can be represented with these functions, integrates the equation in space and time and applies the usual integration by parts in space. In the definition of the time stepping scheme, the test space is taken to be discontinuous in time, at the discrete times. This choice enables the performance of a standard time marching algorithm and it avoids the solution of a global system in space and time as in space-time finite element methods. In the discontinuous Galerkin method, ansatz and test space coincide. The application of this method in parabolic problems can be found, e.g., in [9,27]. It turns out that jump terms at the discrete times appear in this discretization. Using instead continuous-in-time ansatz functions, the jump terms are avoided. Besides calling this approach continuous Galerkin–Petrov method, one can find other names in the literature, like continuous Galerkin method [8] or discontinuous Galerkin–Petrov method [26]. Numerical studies with cGP($k$) and dG($k$)
for convection-dominated convection-diffusion equations can be found in [1]. In these studies, an equidistant time step was used and two stabilization techniques for the spatial discretization were investigated. A super-convergence of the error in the $l^\infty$ norm was observed. A space-time adaptive method for higher order variational time discretizations in the context of incompressible Navier–Stokes equations was presented in [3]. This method uses goal-oriented error estimation techniques for controlling the adaptivity. Algorithmic aspects for higher order variational time discretizations have been investigated recently in [13].

Low order variational time discretizations lead to well known methods, e.g., dG(0) is the implicit Euler scheme and cGP(1) the Crank–Nicolson scheme. An obvious drawback of higher order variational temporal discretizations is their high numerical effort: one has to solve not only a number of scalar problems in each time step but even a coupled system of problems. For cGP($k$), a clever construction was proposed in [26] such that the coupling becomes much weaker than in the original method. But the coupling cannot be avoided completely.

The higher computational cost per time step of the variational time discretizations can be compensated if, for a given problem, only the necessary number of time steps, for achieving a prescribed accuracy, is applied. For obtaining a small number of time steps, usually the length of the time step has to vary such that an adaptive time step control is necessary. With an adaptive time step control, also the high order of the methods can be exploited best. Fortunately, a post-processing procedure was proposed in [23] that allows to compute a solution of one order higher than the original method in the $L^2(L^2)$ time-space norm, thus an estimate of the error for the original method can be obtained. For the cGP($k$) methods, the post-processing from [23] requires the solution of a linear system of equations, which is inexpensive compared with one step of cGP($k$). The availability of two solutions with different order enables also the application of well understood techniques from the numerical analysis of ordinary differential equations for controlling the adaptive time step, e.g., see [28].

The goal of this paper consists in exploring the potential of higher order variational time discretizations in connection with an adaptive time step control, based on the post-processed solution, for scalar convection-diffusion equations. The use of the post-processed solution for an adaptive time step control is a straightforward idea. But to the best of our knowledge, its realization and numerical assessment cannot be found so far in the literature.

The paper is organized as follows. Section 2 introduces the problem and describes its discretization in space. The higher order variational time stepping schemes are presented in Section 3. Then, the post-processing and the adaptive time step control are discussed in Section 4. Section 5 presents the numerical
studies and their results are summarized in Section 6.

2 The Model Problem and Its Discretization in Space

Consider the scalar convection-diffusion-reaction equation: Find \( u : \Omega \times (0,T) \to \mathbb{R} \) such that

\[
\begin{align*}
\partial_t u - \varepsilon \Delta u + b \cdot \nabla u + \sigma u &= f & \text{in } (0,T) \times \Omega, \\
u &= 0 & \text{in } (0,T) \times \partial \Omega, \\
u(\cdot,0) &= u_0 & \text{in } \Omega.
\end{align*}
\]

Here, \( \Omega \subset \mathbb{R}^d, \ d \in \{2,3\} \), is a polygonal or polyhedral domain with Lipschitz boundary \( \partial \Omega \). Furthermore, \( 0 < \varepsilon \ll 1 \) is a diffusivity constant, \( b(t,x) \) is the flow velocity, \( \sigma(t,x) \) is the reaction coefficient, and \( f(t,x) \) is a given outer source of the unknown scalar quantity \( u \). It will be assumed that either \( \nabla \cdot b(t,x) = 0 \) and \( c(t,x) \geq 0 \), or that there exists a positive constant \( \sigma_0 > 0 \) such that

\[
\sigma(t,x) - \frac{1}{2} \text{div } b(t,x) \geq \sigma_0 > 0 \quad \forall (t,x) \in \overline{\Omega} \times [0,T],
\]

which are standard assumptions for equations of type (1).

For the finite element discretization, (1) is transformed into a variational formulation. To this end, consider the space \( V := H^1_0(\Omega) \), its dual space \( H^{-1}(\Omega) \), and \( \langle \cdot, \cdot \rangle \) as the duality pairing between these spaces. The inner product in \( L^2(\Omega) \) is denoted by \( (\cdot,\cdot) \).

A function \( u \) is a weak solution of problem (1) if \( u \in L^2(0,T;H^1_0(\Omega)) \) and \( \partial_t u \in L^2(0,T;H^{-1}(\Omega)) \), with

\[
\langle \partial_t u(t),v \rangle + a(u(t),v) = \langle f(t),v \rangle \quad \forall v \in V
\]

for almost all \( t \in (0,T) \) and \( u(0) = u_0 \), where the bilinear form \( a \) is given by

\[
a(u,v) := \varepsilon(\nabla u,\nabla v) + (b \cdot \nabla u,v) + (\sigma u,v).
\]

Let \( \{T_h\} \) denote a family of shape regular triangulations of \( \Omega \) into compact \( d \)-simplices, quadrilaterals, or hexahedra such that \( \overline{\Omega} = \bigcup_{K \in T_h} K \). The diameter of \( K \in T_h \) will be denoted by \( h_K \) and the mesh size \( h \) is defined by \( h := \max_{K \in T_h} h_K \). Let \( V_h \subset V \) be a finite element space defined on \( T_h \).

The standard Galerkin method applied to (2) consists in finding \( u_h \in H^1(0,T;V_h) \) such that \( u_h(0) = u_{h,0} \) and for almost all \( t \in (0,T) \)

\[
\langle \partial_t u_h(t),v_h \rangle + a(u_h(t),v_h) = \langle f(t),v_h \rangle \quad \forall v_h \in V_h,
\]

(3)
where \( u_{h,0} \in V_h \) is a suitable approximation of \( u_0 \) and \( f \in L^2(\Omega) \) was assumed for simplicity of notation. In the convection-dominated case, the standard Galerkin formulation (3) is inappropriate since the discrete solution is usually globally polluted by spurious oscillation, unless the mesh parameter is sufficiently small.

One of the most efficient stabilized methods is the Streamline-Upwind Petrov–Galerkin (SUPG) method \([4,12]\) that is frequently used due to its stability properties, its higher-order accuracy in appropriate norms, and its easy implementation, e.g., see \([24]\). In the time-continuous case, the SUPG stabilized semi-discrete problem reads as follows: Find \( u_h \in H^1(0,T;V_h) \) such that \( u_h(0) = u_{h,0} \) and for almost every \( t \in (0,T] \)

\[
(\partial_t u_h(t), v_h) + a_h(u_h(t), v_h) + \sum_{K \in T_h} \delta_K (\partial_t u_h(t), b \cdot \nabla v_h)_K = (f(t), v_h) + \sum_{K \in T_h} \delta_K (f(t), b \cdot \nabla v_h)_K
\]

for all \( v_h \in V_h \). The bilinear form \( a_h(\cdot, \cdot) \) is defined by

\[
a_h(u_h, v_h) := a(u_h, v_h) + \sum_{K \in T_h} \delta_K (-\varepsilon \Delta u_h + b \cdot \nabla u_h + \sigma u_h, b \cdot \nabla v_h)_K,
\]

where \((\cdot, \cdot)_K\) denotes the inner product in \( L^2(K) \) and \( \{\delta_K\} \) denotes the set of local stabilization parameters. A theoretically supported choice of the stabilization parameters is an open question. Even for simple time stepping schemes, like the backward Euler scheme, one has in the general situation only a convergence proof for \( \delta_K = O(\tau) \), were \( \tau \) is the length of the time step, whereas in special cases optimal estimates for \( \delta_K = O(h_K) \) were proved, see \([16]\) for details. Since the small scales, which require a stabilization, are the spatial layers, we think that the latter choice is more appropriate. Numerical studies in \([16]\) came also to this conclusion. Concretely, for the numerical studies presented below, the stabilization parameters were set to be \( \delta_K = 0.25h_K \).

Any other linear stabilization which is based on a modification of the bilinear form, like continuous interior penalty (CIP) or local projection stabilization (LPS) schemes, can be applied within higher order variational time discretizations in the same way as the SUPG method, see \([1]\). For nonlinear stabilizations, like spurious oscillation at layers diminishing (SOLD) methods, a stabilization term might be discretized explicitly and then they can be used also in the same way. However, for stabilization methods which are based on modifications of matrices and vectors, like finite element flux-corrected transport (FEM-FCT) methods \([21]\), the application of higher order variational time discretizations seems to be an open problem.
3 Temporal Discretization

The main topic of this paper is a study of the continuous Galerkin–Petrov and discontinuous Galerkin time stepping schemes. These schemes are basically the same as described in [1]. To keep this paper self-containing, a brief presentation of the schemes, which provides the basic ideas, will be given here.

Consider a partition $0 = t_0 < t_1 < \cdots < t_N = T$ of the time interval $I := [0, T]$ and set $I_n := (t_{n-1}, t_n], \tau_n := t_n - t_{n-1}, n = 1, \ldots, N$, and $\tau := \max_{1 \leq n \leq N} \tau_n$. For a given non-negative integer $k$, the fully discrete time-continuous and time-discontinuous spaces, respectively, are defined as follows:

$$X_k := \{ u \in C(I, V_h) : u|_{I_n} \in P_k(I_n, V_h), n = 1, \ldots, N \},$$

$$Y_k := \{ v \in L^2(I, V_h) : v|_{I_n} \in P_k(I_n, V_h), n = 1, \ldots, N \},$$

where

$$P_k(I_n, V_h) := \left\{ u : I_n \to V_h : u(t) = \sum_{j=0}^k U_j t^j, U_j \in V_h \forall j \right\}$$

denotes the space of $V_h$-valued polynomials of order $k$ in time. The functions in the space $Y_k$ are allowed to be discontinuous at the nodes $t_n, n = 1, \ldots, N - 1$. For such functions, the left-sided value $u_n^-$, right-sided value $u_n^+$, and the jump $[u]_n$ are defined by

$$u_n^- := \lim_{t \to t_n^-} u(t), \quad u_n^+ := \lim_{t \to t_n^+} u(t), \quad [u]_n := u_n^+ - u_n^-.$$ 

The cGP($k$) method applied to (4) leads to a time marching scheme with the following problems: Find $u_{h,\tau}|_{I_n} \in \mathbb{P}_k(I_n, V_h)$ such that for all $v_h \in V_h$

$$\int_{I_n} \left[ (\partial_t u_{h,\tau}(t), v_h) + a_h(u_{h,\tau}(t), v_h) + \sum_{K \in \mathcal{T}_h} \delta_K (\partial_t u_{h,\tau}(t), b \cdot \nabla v_h)_K \right] \psi(t) \, dt$$

$$= \int_{I_n} \left[ (f(t), v_h) + \sum_{K \in \mathcal{T}_h} \delta_K (f(t), b \cdot \nabla v_h)_K \right] \psi(t) \, dt \quad \forall \psi \in \mathbb{P}_{k-1}(I_n),$$

with $u_{h,\tau}|_{I_0}(t_0) = u_{h,0}$ and $u_{h,\tau}|_{I_n}(t_{n-1}) := u_{h,\tau}|_{I_{n-1}}(t_{n-1})$ for $n \geq 2$. The functions $\psi$ denote scalar basis functions which are zero on $I \setminus I_n$ and which are a polynomial of degree less than or equal to $(k - 1)$ on $I_n$.

The $(k-1)$-point Gauss–Lobatto quadrature rule for the numerical integration of time integrals is applied, which is exact for polynomials of degree less than
or equal to \((2k - 1)\). In order to determine the local solution \(u_{h,\tau}|_{I_n}\), it is represented by
\[
u_{h,\tau}|_{I_n}(t) = \sum_{j=0}^{k} U_{n,h}^{j} \phi_{n,j}(t) \quad \forall t \in I_n,
\]
with coefficients \(U_{n,h}^{j} \in V_h, \ j = 0, \ldots, k\).

Denote by \(\hat{t}_j\) and \(\hat{\omega}_j, \ j = 0, \ldots, k\), the Gauss–Lobatto points and the corresponding quadrature weights on \([-1, 1]\), respectively. Furthermore, let \(\hat{\phi}_j \in \mathbb{P}_k, \ j = 0, \ldots, k\), and \(\hat{\psi}_j \in \mathbb{P}_{k-1}\) denote the Lagrange basis functions with respect to \(\hat{t}_j, \ j = 0, \ldots, k\), and \(\hat{t}_j, \ j = 1, \ldots, k\), respectively. The basis functions \(\phi_{n,j} \in \mathbb{P}_k(\Omega), \ j = 0, \ldots, k\), and \(\psi_{n,j} \in \mathbb{P}_{k-1}(\Omega), \ j = 1, \ldots, k\), are defined via an affine reference transformation
\[
T_n : [-1, 1] \rightarrow I_n, \quad \hat{t} \mapsto t_{n-1} + \frac{\tau_n}{2}(\hat{t} + 1),
\]
see [1].

Using the same setting as in [1], the following fully discrete coupled system of equations is derived: For \(U_{1,h}^0 = u_{h,0}\) and \(U_{n,h}^0 = U_{n-1,h}^k\) if \(n \geq 2\), find the coefficients \(U_{n,h}^{j} \in V_h, \ j = 1, \ldots, k\), such that
\[
\sum_{j=0}^{k} \alpha_{i,j}^c \left( U_{n,h}^j, v_h \right) + \sum_{K \in \mathcal{T}_h} \delta_K \left( U_{n,h}^j, b \cdot v_h \right) + \frac{\tau_n}{2} a_h (U_{n,h}^i, v_h) \\
= \frac{\tau_n}{2} \left[ \left( f(t_{n,i}), v_h \right) + \beta_i^c \left( f(t_{n,0}), v_h \right) \right] \\
+ \frac{\tau_n}{2} \sum_{K \in \mathcal{T}_h} \delta_K \left[ \left( f(t_{n,i}), b \cdot \nabla v_h \right)_K + \beta_i^c \left( f(t_{n,0}), b \cdot \nabla v_h \right)_K \right]
\]
for \(i = 1, \ldots, k\) and for all \(v_h \in V_h\), where \(\alpha_{i,j}^c\) and \(\beta_i^c\) are defined by
\[
\alpha_{i,j}^c := \hat{\phi}_j(\hat{t}_i), \quad \beta_i^c := \hat{\omega}_j(\hat{t}_i), \quad i = 1, \ldots, k, \ j = 0, \ldots, k,
\]
see [23].

In the following, (6) is written as a linear algebraic block system. To this end, let \(\varphi_i \in V_h, \ i = 1, \ldots, m_h\), be finite element basis functions of \(V_h\) and \(u_{n}^{i} \in \mathbb{R}^{m_h}\) denote the nodal vector of \(U_{n,h}^j \in V_h\), such that
\[
U_{n,h}^j(x) = \sum_{i=1}^{m_h} \left( u_{n}^{i} \right)_i \varphi_i(x), \quad x \in \Omega.
\]

Furthermore, the mass matrix \(M \in \mathbb{R}^{m_h \times m_h}\), the matrices \(C_{n}^{j} \in \mathbb{R}^{m_h \times m_h}\) associated with the additional time derivative term, the stiffness matrices \(A_{n}^{j} \in \mathbb{R}^{m_h \times m_h}\), and the discrete right-hand side vector \(F_{n}^{j} \in \mathbb{R}^{m_h}\) are given by
(M)_{i,k} := (\varphi_k, \varphi_i),
(C^j_n)_{i,k} := \sum_{K \in T_h} \delta_K (\varphi_k, b(t_{n,j}) \cdot \nabla \varphi_i)_K,
(A^j_n)_{i,k} := a_h (\varphi_k, \varphi_i),
(F_n^j)_{i} := (f(t_{n,j}), \varphi_i) + \sum_{K \in T_h} \delta_K (f(t_{n,j}), b(t_{n,j}) \cdot \nabla \varphi_i)_K. \tag{7}

Then, the fully discrete problem in $I_n$ (6) is equivalent to the following $k \times k$ block system: For given $u^0_n$, find $u^j_n \in \mathbb{R}^{m_h}$, $j = 1, \ldots, k$, such that

$$
\sum_{j=0}^{k} \alpha^j_i \left( M + C^j_n \right) u^j_n + \frac{\tau_n}{2} A^j_n u^j_n = \frac{\tau_n}{2} \left[ F^i_n + \beta^j_i \left( F^0_n - A^0_n u^0_n \right) \right], \quad i = 1, \ldots, k. \tag{8}
$$

The finite element nodal vector $u^0_n$ of the solution $u_{h,\tau}|_{I_n}$ is given either via the discrete initial condition $u_{h,0}$ for $n = 1$ or by $u^0_n = u^{k-1}_n$ for $n \geq 2$.

The $\text{dG}(k)$ method applied to (4) leads to the following problem in $I_n$: Given $u_n$ with $u_0 = u_{h,0}$, find $u_{h,\tau}|_{I_n} \in \mathcal{P}_k(I_n, V_h)$ such that for all $\psi \in \mathcal{P}_k(I_n)$

$$
\int_{I_n} \left[ (\partial_t u_{h,\tau}(t), v_h) + a_h (u_{h,\tau}(t), v_h) + \sum_{K \in T_h} \delta_K (\partial_t u_{h,\tau}(t), \mathbf{b} \cdot \nabla v_h) \right] \psi(t) \, dt \\
+ \left[ [u_{h,\tau}]_{n-1}, v^+_n \right] + \sum_{K \in T_h} \delta_K \left( [u_{h,\tau}]_{n-1}, \mathbf{b} \cdot \nabla v^+_n \right) \psi(t_{n-1}) \\
= \int_{I_n} \left[ (f(t), v_h) + \sum_{K \in T_h} \delta_K (f(t), \mathbf{b} \cdot \nabla v_h)_K \right] \psi(t) \, dt \quad \forall v_h \in V_h. \tag{9}
$$

Here, the $(k+1)$-point right-sided Gauss–Radau quadrature formula is applied for the numerical evaluation of the integrals, which is exact for polynomials up to degree $2k$. Let $\hat{t}_j$ and $\hat{\omega}_j$, $j = 1, \ldots, k+1$, denote the points and weights for this quadrature formula on $[-1, 1]$, respectively. Using the representation of $u_{h,\tau}$

$$
u_{h,\tau}|_{I_n}(t) := \sum_{j=1}^{k+1} U^j_{n,h}(t)
$$

where $U^j_{n,h} \in V_h$, $j = 1, \ldots, k+1$, and following [1], one obtains the following system of equations: Find the coefficients $U^j_{n,h} \in V_h$, $j = 1, \ldots, k+1$, such that
\[
\sum_{j=1}^{k+1} \alpha_{i,j}^d \left( (U_{n,h}^j, v_h) + \sum_{K \in T_h} \delta_K \left( U_{n,h}^j, b \cdot \nabla v_h \right) \right) + \frac{\tau_n}{2} a_h \left( U_{n,h}^i, v_h \right) \\
= \beta_i^d \left( (U_{n,h}^0, v_h) + \sum_{K \in T_h} \delta_K \left( U_{n,h}^0, b \cdot \nabla v_h \right) \right) \\
+ \frac{\tau_n}{2} \left( f(t_{n,i}), v \right) + \sum_{K \in T_h} \delta_K \left( f(t_{n,i}), b \cdot \nabla v_h \right)_K
\]
for \( i = 1, \ldots, k + 1 \), and for all \( v_h \in V_h \), where
\[
\alpha_{i,j}^d := \hat{\phi}_j' + \beta_i^d\hat{\phi}_j(-1), \quad \beta_i^d := \frac{1}{\hat{\omega}_i} \hat{\phi}_i(-1), \quad U_{n,h}^0 = U_{n-1,h}^-.
\]
In matrix-vector notation, the following \((k + 1) \times (k + 1)\)-block-system of the problem in \( I_n \) is derived: Find \( u_i^n \in \mathbb{R}^{m_h} \) for \( j = 1, \ldots, k + 1 \), such that
\[
\sum_{j=1}^{k+1} \alpha_{i,j}^d \left( M + C_n^j \right) u_i^n + \frac{\tau_n}{2} A_n^i u_i^n = \beta_i^d \left( M + C_n^0 \right) u_i^n + \frac{\tau_n}{2} F_i^n, \quad i = 1, \ldots, k + 1,
\]
where \( u_i^n \) denotes the nodal vector of \( U_{n,h}^j \in V_h \). After having solved this system, one enters the next time interval and sets the initial value of \( I_{n+1} \) to \( u_{n+1}^0 := u_{n+1}^{k+1} \).

4 Post-processing and Adaptive Time Step Control

Following [23], a higher order in time approximation can be obtained by means of a post-processing of the time-discrete solution \( u_{h,\tau} \) with low computational costs for the cGP(\( k \)) and dG(\( k \)) methods.

Let \( u_{h,\tau} \) denote the solution of the cGP(\( k \)) method (6). The post-processed solution \( \Pi u_{h,\tau}^n \) on the time interval \( I_n \) is given by
\[
(\Pi u_{h,\tau}^n)(t) = u_{h,\tau}(t) + a_n \zeta_n(t), \quad t \in I_n,
\]
where
\[
\zeta_n(t) = \frac{\tau_n}{2} \hat{\zeta}(\hat{t}), \quad \hat{t} := T_n^{-1}(t),
\]
with \( T_n \) from (5). The polynomial \( \hat{\zeta} \in \mathbb{P}_{k+1} \) vanishes in all Gauss–Lobatto points \( \hat{t}_j, j = 0, \ldots, k \), and it is scaled such that \( \hat{\zeta}'(1) = 1 \). The nodal vector \( \gamma_n \) of a finite element function \( a_h \in V_h \) is the solution of
\[
\left( M + C_n^k \right) \gamma_n = F_n^k - A_n^k u_n^k - \left( M + C_n^k \right) \eta_n^k,
\]
(10)
where \( \eta^k_n \) denotes the nodal representation of \( u'_h(t_n) \in V_h \) and the matrices and the vector are given in (7). It has been shown in [23] that the post-processed solution \( \Pi u^n_{h, \tau}(t) \) can be interpreted as the solution obtained with a time stepping scheme of order \((k + 1), k \geq 2\). Thus, computing \( \Pi u^n_{h, \tau}(t) \) requires the solution of the linear system of equations (10), where the system matrix is dominated by the mass matrix. A similar post-processing can be performed for the dG(\( k \)) method (9).

However, for dG(\( k \)) the higher order in time post-processed solution can be computed even simpler. The post-processed solution \( \Pi u^n_{h, \tau} \) of the solution \( u_{h, \tau} \) of (9) on the interval \( I_n \) can be represented as

\[
(\Pi u^n_{h, \tau})(t) = u_{h, \tau}(t) + b_n \vartheta(t), \quad t \in I_n,
\]

where

\[
\vartheta(t) = \frac{\tau_n}{2} \hat{\vartheta}(\hat{t}), \quad \hat{t} := T_n^{-1}(t),
\]

with \( T_n \) from (5). The polynomial \( \hat{\vartheta} \in P_{k+1} \) is uniquely defined by \( \hat{\vartheta}(\hat{t}_j) = 0 \) for all Gauss–Radau points \( \hat{t}_j, \quad j = 1, \ldots, k + 1 \), and \( \hat{\vartheta}'(1) = 1 \). The finite element function \( b_n \in V_h \) is obtained by

\[
b_n := \frac{1}{\vartheta_n(t_{n-1})} (u_{n-1}^- - u_{n-1}^+),
\]

i.e., it is just a scaled difference between the initial condition \( u_{n-1}^- \) at \( t = t_{n-1} \) and the calculated solution \( u_{n-1}^+ \) at \( t = t_{n-1} \). Also in this case, it was proved in [23] that there is an interpretation of \( \Pi u^n_{h, \tau}(t) \) as the solution obtained with a scheme of order \((k + 2), k \geq 1\). In numerical studies, we could observe that both post-processing techniques for dG(\( k \)) gave the same results.

Adaptive time step control aims at computing a numerical solution with a pre-scribed accuracy using as few time steps as possible. In particular for problems where the dynamics changes in \((0, T)\), the application of equidistant time steps is governed by the subintervals with the fastest dynamics, such that in other subintervals much more time steps might be performed than necessary. This paper studies if the higher order in time post-processed solution \( \Pi u^n_{h, \tau} \) is an appropriate tool for controlling the length of the time steps. Since two solutions of different order are available, one can use well understood techniques, from the numerical simulation of ordinary differential equations, for controlling the length of the time step.

In the numerical simulations presented in this paper, the adaptive time step control is based on the Euclidean error norm of the error of the numerical solution and its post-processed solution

\[
r_n := \| u^n_{h, \tau} - \Pi u^n_{h, \tau} \|,
\]
which is a standard criterion. The use of other quantities of interest will be subject of future studies. There are several proposals in the literature for determining a new time step, so-called controllers, e.g., see [28]. In the numerical simulations presented in Section 5, the PC11 controller

\[ \tau_{n+1}^* = \theta \left( \frac{\text{TOL}}{r_n} \right)^{1/(k+1)} \frac{\tau_n^2}{\tau_{n-1}} \]  

(11)

was used, e.g., as in the simulations of [18]. In (11), \( \theta \) is a safety factor which is introduced to reduce the chance of rejection of \( \tau_{n+1}^* \). In our simulations \( \theta = 0.8 \) was used. The parameter TOL determines the required accuracy of the numerical solution. The impact of TOL on the number of time steps will be studied in Section 5. Finally, to avoid a strong increase or decrease of subsequent time steps, the proposal for the next time step is computed with

\[ \tau_{n+1} = \min \left\{ s_{\text{max}} \tau_n, \max \left( s_{\text{min}} \tau_n, \tau_{n+1}^* \right) \right\}, \]

which is known as the integral step size controller in the deterministic framework [11]. In our simulations, \( s_{\text{min}} = 0.1 \) and \( s_{\text{max}} = 2 \) were used. A step size \( \tau_{n+1} \) is accepted if \( r_{n+1} \leq \text{TOL} \), otherwise it is rejected.

Besides the PC11 controller (11), we performed also simulations with the PID controller with the parameters proposed in [30]. Usually, the computed solutions were similar for the same value of TOL (often a little bit more accurate for the PID controller), but the PID controller took notable more time steps. For the sake of brevity, only the results obtained with the PC11 controller will be presented in Section 5.

5 Numerical Results

This section presents numerical studies of the proposed algorithm for the adaptive time step control. In the first example, an adaptive time step control is advantageous because the convection field is time-dependent. Time-dependent convection fields are a common feature of problems from applications as the convection field is often a velocity field computed from the Navier–Stokes equations. The temporal variation in the second example results from a time-dependent boundary condition at the inlet. This feature reflects, e.g., changes of the temperature or the concentration of a species at the inlet during the studied process, which is also a typical feature in many applications.

The use of higher order discretizations in time should be combined with the application of higher order discretizations in space. In the studied examples, quadrilateral (2d) or hexahedral (3d) meshes were used with the \( Q_2 \) finite element. As already mentioned in Section 2, the SUPG method was utilized as
stabilization. It is well known from numerical experience, e.g., in [19], that the SUPG method is not a perfect stabilization, mainly because of the appearance of spurious oscillations. However, it is certainly the most popular finite element stabilization such that its study is worthwhile in our opinion.

Our experience in [17] for simple time stepping schemes was that Krylov subspace methods with standard preconditioners work most efficiently for the solution of the arising linear systems of equations. A major reason is the availability of a good initial iterate, namely the solution from the previous discrete time. In our numerical studies for the higher order variational time stepping schemes we found, however, that Krylov subspace methods with standard preconditioners did not perform as efficiently as for simple time stepping schemes. For two-dimensional problems, we found that even the application of the sparse direct solver UMFPACK [5] was faster. Thus, UMFPACK was used in the simulations of Example 1. In three dimensions, the use of iterative solvers was still more efficient than applying the direct solver. The simulations for Example 2 were performed with GMRES [25] and a damped Jacobi preconditioner with the damping parameter 0.7 as solver for the linear systems of equations.

All simulations were performed with the code MOONMD [14] at HP BL460c Gen8 computers with Eight-Core 2700 MHz Xeon processors.

**Example 1** Time-dependent convection field. This example is a generalization of the well known rotating body problem. It is defined in \( \Omega = (0,1)^2 \), the diffusion is set to be \( \varepsilon = 10^{-20} \). The other coefficients are \( \sigma = 0 \) and \( f = 0 \). Homogeneous Dirichlet boundary conditions are prescribed on \( (0,T) \times \partial \Omega \). At the initial time, three disjoint bodies, are given, see Figure 1. More precisely, for a given \((x_0,y_0)\), set \( r(x,y) = \sqrt{(x-x_0)^2 + (y-y_0)^2}/r_0 \). The center of the slotted cylinder is located at \((x_0,y_0) = (0.5,0.75)\) and its shape is defined by

\[
    u(0;x,y) = \begin{cases} 
    1 & \text{if } r(x,y) \leq 1, \ |x-x_0| \geq 0.0225 \text{ or } y \geq 0.85, \\
    0 & \text{otherwise}. 
    \end{cases}
\]

The hump at the left-hand side is given by \((x_0,y_0) = (0.25,0.5)\) and

\[
    u(0;x,y) = \frac{1}{4} \left( 1 + \cos(\pi \min\{r(x,y),1\}) \right) ,
\]

and the conical body on the lower part is given by \((x_0,y_0) = (0.5,0.25)\) and

\[
    u(0;x,y) = 1 - r(x,y).
\]

The initial condition is zero outside the bodies. Finally, the convection field is
defined by
\[ b(t, x, y) = \frac{1}{1 + 0.98 \cdot \sin(4t)} \begin{pmatrix} 0.5 - y \\ x - 0.5 \end{pmatrix}. \]

This field describes a rotation around \((0.5, 0.5)^T\) whose speed varies in time. In the standard rotating body problem, the rotation does not depend on time. Setting \(T = 6.164546203\) leads to exactly five revolutions of the bodies.

The simulations were performed on an equidistant quadrilateral grid with squares of edge length \(h = 1/64\) such that there were 16641 degrees of freedom (including Dirichlet nodes).

First of all, one had to find appropriate values for the parameter TOL in the PC11 controller (11). In our experience [18], appropriate values of TOL depend on the used temporal discretization. Choosing TOL too large introduced notable smearing, in particular in the region of the slotted cylinder. In Figure 2 it can be seen that this situation occurs for \(dG(1)\) and \(TOL = 10^{-2}\). For \(TOL \leq 5 \cdot 10^{-3}\), there are only minor differences in the computed solutions. For all other methods and \(TOL \leq 10^{-2}\) we obtained very similar solutions like for \(dG(1)\) and \(TOL = 10^{-3}\), see the lower picture in Figure 2. After having performed numerous simulations, we decided to present results with the same parameters \(TOL \in \{5 \cdot 10^{-3}, 10^{-3}, 5 \cdot 10^{-4}\}\) for all studied methods.

For the chosen parameters, the evolution of the length of the time step is shown in Figure 3. It can be observed that in all cases the time step reflects the speed of the rotation very well. A close look on the pictures and the numbers given in Table 1 shows that the higher the order of the method the less time steps were used. In our simulations, there were no rejections of proposed time steps for this example.

From Figure 3 one can conclude that an accurate simulation of the time intervals with fast rotation requires a time step of around \(\tau = 10^{-4}\). Thus, for
Fig. 2. Example 1. Solution at the final time with $dG(1)$, left: $TOL = 10^{-2}$, right: $TOL = 5 \cdot 10^{-3}$, bottom: $TOL = 10^{-3}$.

Table 1
Example 1. Number of time steps. Note that there were no rejections.

<table>
<thead>
<tr>
<th>TOL</th>
<th>$dG(1)$</th>
<th>$dG(2)$</th>
<th>$cGP(2)$</th>
<th>$cGP(3)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$5 \cdot 10^{-3}$</td>
<td>1574</td>
<td>1405</td>
<td>1440</td>
<td>1250</td>
</tr>
<tr>
<td>$1 \cdot 10^{-3}$</td>
<td>8595</td>
<td>6999</td>
<td>7168</td>
<td>6260</td>
</tr>
<tr>
<td>$5 \cdot 10^{-4}$</td>
<td>17223</td>
<td>13989</td>
<td>14327</td>
<td>12500</td>
</tr>
</tbody>
</table>

using an equidistant time step, one has to choose this value. In Figure 4 one can observe that there are no visible differences in the solutions obtained with this small equidistant time step and the solution computed with the adaptive time stepping algorithm (with only 8.6 % of the number of time steps). Hence, in this respect, the adaptive algorithm worked efficiently and accurately. As already mentioned above, the SUPG stabilization leads to spurious oscillations. In addition, some smearing, especially at the slotted cylinder, can be observed.

Not only the number of time steps but also the overhead of the time step control algorithm is of importance for the efficiency of the method. Table 2 presents averaged computing times for the solution of the block systems arising in the time stepping schemes and for the solution of the linear system (10) for the post-processing. It turned out that the overhead for $dG(1)$ and $cGP(2)$ was around 20 %, whereas it was around 8 % for the higher order methods $dG(2)$
Fig. 3. Example 1. Temporal evolution of the length of the time step, dG(1), dG(2), cGP(2), cGP(3) (left to right, top to bottom).

Fig. 4. Example 1. Solution at the final time, left: cGP(2) with adaptive time step and $TOL = 10^{-3}$ (7168 steps), right: cGP(2) with equidistant time step $\tau = 10^{-4}$ (61646 steps).

Using the alternative strategy for computing the post-processed solution for the dG($k$) methods resulted practically in a negligible overhead. In summary, the savings in the number of time steps were much more important than the overhead of the adaptive time step control algorithm.

The costs of one step with the popular (second order) Crank–Nicolson scheme
Table 2
Example 1. Averaged computing times (in seconds) for solving the block systems and for solving system (10) for computing the post-processed solution, both with the sparse direct solver UMFPACK.

<table>
<thead>
<tr>
<th>method</th>
<th>dG(1)</th>
<th>dG(2)</th>
<th>cGP(2)</th>
<th>cGP(3)</th>
<th>(10)</th>
</tr>
</thead>
<tbody>
<tr>
<td>time</td>
<td>0.50</td>
<td>1.28</td>
<td>0.50</td>
<td>1.28</td>
<td>0.10</td>
</tr>
</tbody>
</table>

are around the costs of the post-processing step, if also UMFPACK is used. Considering on the one hand the second order method dG(1) with adaptive time stepping and on the other hand the Crank–Nicolson scheme with equidistant time step \( \tau = 10^{-4} \), then the adaptive time method becomes more efficient if it needs less than around one fifth of the number of equidistant time steps, i.e., less than around 12000 time steps. This situation is given for \( \text{TOL} \in \{ 5 \cdot 10^{-3}, 10^{-3} \} \). Even the third order method cGP(2) would be faster than the Crank–Nicolson method for these values of the parameter TOL. If more efficient solvers can be applied for the Crank–Nicolson scheme, then the threshold for the number of time steps for the variational temporal discretizations to become more efficient decreases of course.

Example 2 *Time-dependent inlet condition.* This three-dimensional example was proposed in [20]. Given \( \Omega = (0,1)^3 \), a species enters the domain at some inlet and it leaves the domain at the opposite side of the domain. While transported through the domain, the species is diffused somewhat and in the subregion where the species is transported, also a reaction occurs. The convection field points from the center of the inlet to the center of the outlet and it is not parallel to the coordinate axes.

Concretely, the inlet is located at \([0] \times (5/8,6/8) \times (5/8,6/8)\) and the position of the outlet is given by \([1] \times (3/8,4/8) \times (4/8,5/8)\). The convection field is prescribed by \( b = (1,-1/4,-1/8)^T \), the diffusion is given by \( \varepsilon = 10^{-6} \), and the reaction by

\[
c(x) = \begin{cases} 
1 & \text{if } \|x - g\|_2 \leq 0.1, \\
0 & \text{else},
\end{cases}
\]

where \( g \) is the line through the center of the inlet and the center of the outlet and \( \| \cdot \|_2 \) denotes the Euclidean norm. The given ratio of diffusion and convection is typical in many applications. The boundary condition at the inlet is prescribed by

\[
w_{in}(t) = \begin{cases} 
\sin(\pi t/2) & \text{if } t \in [0,1], \\
1 & \text{if } t \in (1,2], \\
\sin(\pi(t - 1)/2) & \text{if } t \in (2,3].
\end{cases}
\]

Homogeneous Neumann boundary conditions are set at the outlet and homo-
geneous Dirichlet conditions at the rest of the boundary. There are no sources, i.e., \( f = 0 \). The initial condition is set to be \( u_0(x) = 0 \). In the time interval \((0, 1)\), the inflow is increasing and the injected species is transported towards the outlet. Then, in \((1, 2)\), there is a constant inflow and the species reaches the outlet. At the end of this time interval, there is almost a steady-state solution. Finally, in \((2, 3)\), the inflow decreases.

The simulations were performed on an equidistant hexahedral grid with the mesh width \( h = 1/32 \), leading to 274625 degrees of freedom (including Dirichlet nodes).

Also for this example, we found that \( \text{TOL} \in \{5 \cdot 10^{-3}, 10^{-3}, 5 \cdot 10^{-4}\} \) are appropriate parameters to be used in the PC11 controller (11). The evolution of the length of the time step is presented in Figure 5. Starting with a small time step, the time step increases in the time interval \((1, 2)\). In particular, at the end of this interval, where the solution is nearly steady-state, it becomes comparably large. But it can be clearly seen that the length of the time step drops at \( t = 2 \), due to the change of the inlet condition. Thus, the evolution of the length of the time step reflects the dynamics of the problem well.

![Fig. 5. Example 2. Temporal evolution of the length of the time step, \( \text{dG}(1), \text{dG}(2), \text{cGP}(2), \text{cGP}(3) \) (left to right, top to bottom).](image)

Detailed information on the needed number of time steps is provided in Table 3. Clearly, the number of time steps increases with decreasing parameter
TOL. The second order method $dG(1)$ needed few steps more than the higher order methods. It can be observed in Figure 5 that the length of the time step is oscillating in $(2, 3)$ for this method.

Table 3
Example 2. Number of effective and rejected time steps.

<table>
<thead>
<tr>
<th>TOL</th>
<th>dG(1)</th>
<th>dG(2)</th>
<th>cGP(2)</th>
<th>cGP(3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$5 \cdot 10^{-3}$</td>
<td>29</td>
<td>2</td>
<td>28</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1</td>
<td>26</td>
<td>1</td>
</tr>
<tr>
<td>$1 \cdot 10^{-3}$</td>
<td>58</td>
<td>2</td>
<td>52</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1</td>
<td>51</td>
<td>1</td>
</tr>
<tr>
<td>$5 \cdot 10^{-4}$</td>
<td>90</td>
<td>1</td>
<td>75</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>73</td>
<td>0</td>
<td>75</td>
</tr>
</tbody>
</table>

As a measure of accuracy, the value of the solution (amount of species) at the center of the outlet was proposed in [17]. It can be observed in Figure 6 that all simulations gave very similar results. Apart of $dG(1)$ with $TOL = 5 \cdot 10^{-3}$, they are very close to the result obtained when applying the small equidistant time step $\tau = 0.01$.

Fig. 6. Example 2. Temporal evolution of the amount of species at the center of the outlet, $dG(1)$, $dG(2)$, $cGP(2)$, $cGP(3)$ (left to right, top to bottom).

Averaged computing times per time step are provided in Table 4. Smaller values of the parameter TOL, which lead in the average to smaller time steps, improve obviously the initial iterates and, accordingly, result in faster solutions of the linear systems of equations. The numerical costs of $dG(1)$ and $cGP(2)$ on the one hand, and $dG(2)$ and $cGP(3)$ on the other hand, are comparable.
The overhead for computing the post-processed solution is small too negligible. Since the computing time for one time step with the Crank–Nicolson scheme is comparable with the time for the post-processing step, one finds that the variational time stepping schemes become rewarding, compared with an equidistant Crank–Nicolson scheme, only if the number of time steps can be reduced considerably by applying the adaptive time step control.

Table 4
Example 2. Averaged computing times (in seconds) for solving the block systems and for solving system (10) for computing the post-processed solution.

<table>
<thead>
<tr>
<th>method</th>
<th>dG(1)</th>
<th>dG(2)</th>
<th>cGP(2)</th>
<th>cGP(3)</th>
<th>(10)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TOL (= 5 \cdot 10^{-3})</td>
<td>82</td>
<td>141</td>
<td>70</td>
<td>133</td>
<td>2</td>
</tr>
<tr>
<td>TOL (= 1 \cdot 10^{-3})</td>
<td>37</td>
<td>86</td>
<td>35</td>
<td>83</td>
<td>2</td>
</tr>
<tr>
<td>TOL (= 5 \cdot 10^{-4})</td>
<td>21</td>
<td>60</td>
<td>22</td>
<td>61</td>
<td>2</td>
</tr>
</tbody>
</table>

In our numerical studies, we considered also a two-dimensional example with the same features as Example 2. Since the spatial resolution could be chosen finer in two dimensions, the spatial error became smaller compared with the temporal error than in the three-dimensional example. As result, the drop in the length of the time step as the inlet condition decreases, at \(t = 2\), is more pronounced than in the three-dimensional situation. We decided to present the three-dimensional results since they might be of more interest for potential applications.

6 Summary

A method for the adaptive time step control in higher order variational time discretizations was proposed and studied numerically. This method was applied in the context of convection-dominated convection-diffusion equations. The adaptive time step control utilizes a post-processed solution which is of higher order than the solution of the time stepping scheme. The time step control was performed with the PC11 controller. Numerical examples were presented which has typical features appearing in applications, like a time-dependent convection field or a time-dependent boundary condition at the inlet.

The numerical studies showed that the time step control works fine. The dynamics of the solutions were represented well by the length of the time step. Taking both, efficiency and accuracy into consideration, then cGP(2) is certainly the best of the studied methods. From the point of view of efficiency, it was estimated that the adaptive time step control with cGP(2) is rewarded, compared with the Crank–Nicolson scheme and equidistant time steps, if the
number of time steps can be reduced by a factor of $5 - 20$, depending on the example. Since cGP(2) is of higher order than the Crank–Nicolson scheme, not only the efficiency is increased in this situation but also the temporal accuracy. In addition, the time step control based on solutions of schemes with different order might have some algorithmic advantage compared with a time step control based on two second order solutions as proposed for the Crank–Nicolson scheme.

The estimated factor for the reduction of the number of equidistant time steps is quite large. The key for increasing the competitiveness of the studied methods is certainly the development of efficient solvers for the arising block systems. A first step, for the incompressible Navier–Stokes equations, can be found in [13], but further research on this topic is needed.
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