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Abstract. We extend the theory of boundary element collocation methods by 
allowing reduced inter-element smoothness (or in other words, by allowing trial functions 
that are splines with multiple knots). Our convergence analysis is based on a recurrence 
relation for the Fourier coefficients of the numerical solution, and so is restricted to 
uniform grids on smooth, closed curves. Superconvergence is possible with special 
choices of the collocation points. Numerical experiments with a model problem confirm 
the convergence rates predicted by our theory. 

1. Introduction 

In this paper, we prove asymptotic error estimates for boundary element collocation 
methods in which the trial functions are splines with multiple knots, i.e., splines having 
less than the maximum possible smoothness. Such trial functions are often preferred 
to splines with simple knots (i.e., to smoothest splines), because enforcing high inter-
element differentiability complicates the assembly of the stiffness matrix. We treat the 
case of double knots in some detail, and confirm our analysis with numerical experiments 
using continuous quadratic splines and Hermite cubic splines. Our results generalise 
those obtained by ProBdorf and Schmidt [15], Arnold and Wendland [1], Saranen [19] 
and Schmidt [20] for splines with simple knots. There is also a connection with the 
work of Szyska [22] on collocation methods for singular integral equations using splines 
with multiple knots. 

Consider a boundary integral equation over a smooth, closed curve in the plane. 
Via a suitable parametric representation of the curve, we can recast this problem as a 
1-periodic integral equation over the real line, or equivalently, as an integral equation 

. over the additive group T = IR/'ll; say 

(1.1) Lu= f. 

Technically, we shall assume that L is a scalar, elliptic pseudodifferential operator on T, 
having order f? E IR. It follows that 

(1.2) L : Hs --+ Hs-{3 

is a Fredholm operator for all s E IR, where Hs = H 5 (T) is the usual periodic Sobolev 
space of orders. We further assume that L has index zero (as is the case if, for instance, 
L is strongly elliptic) and that the homogeneous equation Lu = 0 has only the trivial 
solution u = 0. Thus, the linear operator (1.2) has a bounded inverse. 

(1.3) 

Let r, M and N be positive integers, and suppose that 

1 
and h = N' 

We define a knot sequence 

(1.4) tk = nh for nM ::=; k < (n + l)M, 
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so that each integer multiple of h is a knot with multiplicity M. Observe that ( n + 
N)h = nh and tk+M N = tk + 1, so we can think of n as an element of the cyclic 
group 'llN = 'll/N'll and of k as an element of 'llMN, provided the knots are viewed as 
points of T. Let 

s~,M = s~,M (T) 

denote the space of 1-periodic splines of order r with knot sequence (tk)kE7lMN. In other 
words, S~,r is the set of all 1-periodic piecewise polynomials of degree at most T - 1 
with breakpoints nh for n E 'llN, and 

where Ck = Ck(T) is the space of 1-periodic, k times continuously differentiable func-
tions. 

Since dim S~' M = MN, we select M parameters 

(1.5) Q ~ El < E2 < · · · < EM < 1, 

and define MN collocation points, 

(1.6) Xn,j = (n + Ej)h for n E 'llN and 1 ~ j ~ M. 

Our numerical method is then as follows: find Uh, E s~,M satisfying 

(1. 7) 

By expressing Uh in terms of a basis for the trial space s~,M' one obtains a square linear 
system of order MN. 

Our aim is to study the convergence of uh to u ash-+ 0 (holding rand M fixed). In 
Section 2, after setting out some notation we state our main result as Theorem 2.2. The 
stability of the method-and thus in particular the existence and uniqueness of uh for h 
sufficiently small-is determined by the behaviour of a certain M x M matrix-valued 
function 

(1.8) D: T x [-!, !J-+ cMxM. 

The function D depends on the order r of the splines, on the knot multiplicity M, on 
the collocation parameters E1 , •.. , EM, and on the principal symbol of L. If the inv·erse 
matrix D(x, y)-1 exists and is uniformly bounded (in some matrix norm) for (x, y) E 
T x [-!,!],then the collocation method (1.7) is stable, and uh satisfies quasi-optimal 
error estimates for a range of Sobolev norms. In Theorem 2.3, we give a criterion 
for superconvergence, i.e., for faster convergence rates in lower-order Sobolev norms. 
When M = 1, the function Dis scalar-valued, and our results reduce to those of [15], 
[1], [19] and [20]. 
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The method of analysis in the papers just cited relies on the fact that a 1-periodic 
function f: T -+ C belongs to the space S~' 1 of smoothest splines of order r if and only 
if the Fourier coefficients of f satisfy the recurrence relation 

(1.9) (l + khYf(k +ZN)= (khYf(k) for l E 'll and -N/2:::; k < N/2, 

a result that goes back to Quade and Collatz [18]; see the historical remarks in the 
introduction to Gautschi [7]. In Section 3, we generalise (1.9) by allowing any knot 
multiplicity M with 1 :::; M :::; r. For instance, in the case of double knots it turns out 
that f E S~' 2 if and only if 

(1.10) [
(2l -1 + khtf5k - N + 2lN)] = [1- 2l 2l ] [(kh- l)rf __ (k - N)] 

(2l+khtf(k+2lN) -2l 1+2l (khtf(k) 

for l E 'll and -N /2 :::; k < N /2. The recurrence relation for the general case is given. 
in Theorem 3.2, and shows that all Fourier coefficients of a spline f E S~,M can be 
obtained from the MN consecutive coefficients 

f(k + pN) for -N/2:::; k < N/2 and -M/2:::; p < M/2, 

reflecting the fact that dim S~,M = MN. 
The heart of the paper is Section 4, where the error estimates of Theorems 2.2 and 

2.3 are proved for the special case when L is translation-invariant, or in other words, 
when L has a convolution kernel and hence the principal symbol has constant coef-
ficients. The general case then follows by a standard localization argument (i.e., by 
freezing coefficients). 

In Section 5, we investigate the stability and superconvergence criteria when the 
splines have double knots (M = 2). To make the analysis tractable, we restrict our 
attention to cases in which the principal symbol and the interpolation points possess 
natural symmetries. 

Finally, Section 6 presents the results of some numerical experiments that confirm 
our theoretical analysis for a standard model problem: the first-kind integral equation 
with logarithmic kernel (Symm's equation). 

2. Statement of the Main Result 

We denote the complex Fourier coefficients of a 1-periodic distribution f : T-+ C by 

f(m) = l e-i2"m"' f(x) dx form E 'll, 

so that 
00 

f(x) = L f(m)ei2 7rmx for x ET. 
m=-oo 
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Let Js denote the 1-periodic Bessel potential of order s E IR, i.e., let 

~ ~ · { 1 if m = 0, ( J' f)( x) = m~oo (m)' f ( m )e'2rrmx where (m) = Jml if m # 0, 

then the norm II · lls in the Sobolev space Hs = Hs(T) is given by 

11!11~ = llJ5f11LcT) = L (m) 2slf(m)j 2
. 

m=-cx::> 

Our assumptions on L, set out in the Introduction, mean that 

(2.1) L =Lo+ L1, 

where Lo has a homogeneous symbol of order (3, and where the order of the pseudodif-
ferential operator L 1 is strictly less than (3. Thus, 

ex:> 

(Lou)(x) = L ao(x,m)u(m)~i2 7rm:z: for x ET, 
m=-cx::> 

where the symbol a0 satisfies 

(2.2) ao(x, te) = t.Bao(x,e) for x ET, t > 0 and 0 #- e E.IR. 

It follows that a0 has the form 

where the co.efficients a+ and a_ are functions in Ocx::>(T). Changing ao ( x, 0) only 
perturbs Lo by a smoothing operator, so we shall assume without loss of generality that 
the splitting (2.1) has been chosen in such a way that 

ao ( x, 0) = 1 for x E T. 

By hypothesis, Lis elliptic, i.e., a0 (x,e) -1- 0 for !el= 1, so 

a+ ( x) + a_ ( x) "I- 0 and a+ ( x) - a_ ( x) "I- 0 for all x E T. 

A well known consequence of ellipticity is that Lo : Hs -+ Hs-,8 is a Fredholm operator 
with index -K,, where K, is the winding number of the closed curve traced out by the 
complex-valued function (a++ a_)/(a+ - a_), i.e., 

1 [ a+ ( x) + a_ ( x) ] 
1 

K, = - arg . 
271" a+ ( x) - a_ ( x) :z:=O 
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Since L1 : Hs --+ Hs-{3 is a compact operator, it follows that L : Hs -t Hs-{3 is 
Fredholm with index -fl,, and by hypothesis this index is zero, i.e., we assume 

fl,= 0. 

The remaining assumption that L : H s --+ H s-{3 has a trivial null space then guarantees 
the existence of a bounded inverse L-1 : Hs-{3 --+ Hs. Furthermore, via a canonical 
factorization of u0 one can explicitly construct a bounded inverse for the principal 
part Lo : Hs --+ Hs-{3. 

Next, we define the M x M matrices xr(y), V(y), ~(x, y) and <Pz(e) with pq-entries 

(2.4) 

and 

(2.5) 

x;q(Y) = (p +yr bpq, 
Vpq(y) = (p + y)q+ LM/2J' 

~pq(x,y) = uo(x,p +y)bpq, 

M 
if>1;pq( e) = ~ L ei2,,,(q-p+Ml)<;. 

j=l 

In each case, the row index p and column index q range over 

-M/2 5: p < M/2 and - M/2 5: q < M/2, 

so for instance, when M = 2, 

[ 1 y-yll V(y) = 1 

and 
~( ) _ [ uo ( x, y - 1) 0 l 

x,y - 0 uo(x,y) · 

The matrix D( x, y) mentioned in the Introduction is defined by 

(2.6) D(x,y) = <Po(E) + Z(x,y)Xr(y)~(x,y)-1 for x ET and-~ 5: y 5: ~' 

where 

(2.7) Z(x,y) = L<Pz(e)~(x,Ml +y)X-r(Ml +y)V(Ml +y)V(y)-1
. 

l#O 

We remark that the product xr(y)~(x, y)-1 is continuous if (3 < r, even though 
~(x, y)- 1 is generally discontinuous at y = 0. Note that if the principal symbol has con-
stant coefficients, then we can write u0 (x, e) = uo(e), ~(x, y) = ~(y), Z(x, y) = Z(y) 
and D(x, y) = D(y). 
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Let us introduce the following terminology. 

Definition 2.1 The collocation method (l. 7) is stable if 

ID(x,y)- 1
1 ~ C for x ET and-~~ y ~ ~· 

Our main result can now be stated as follows. 

Theorem 2.2 Consider the collocation method (l. 7) applied to the pseudodifferential 
equation (1.1). Assume 

(2.8) (3 + M < r, 

and let s and t be real numbers satisfying 

(2.9) s < T - M + ~' (3 + ~ < t, s ~ t ~ T. 

If the method is stable and if u E Ht, then the collocation equations are uniquely solvable 
for all h sufficiently small, and moreover 

(2.10) 

The hypothesis s < T - M + ~ implies that s~,M c H 8 (see Theorem 3.4), so the 
error estimate (2.10) makes sense. Via the Sobolev imbedding, 

H 6+il2 c C 016 for 0 < 5 < 1, 

we see that the assumption (2.8) ensures Luh is (Holder) continuous, and likewise the 
inequality (3 + ~ < t from (2.9) implies that the right hand side f is continuous if the 
exact solution u E Ht. Hence, the pointwise values in the collocation equations (1. 7) 
are well-defined. The assumption (2.8) also ensures that the sum in the definition (2. 7) 
of Z(x,y) is absolutely convergent; see (4.3). The remaining inequalities in (2.9) are 
explained by the approximation properties of the trial space: 

cf. Theorem 3.4 iv). The highest rate of convergence given by the error estimate (2.10) 
occurs whens= (3 and t = r, in which case we have 

(2.11) 

provided, of course, that u E Hr. For M = 1, Saranen [19] showed that sometimes a 
superconvergence effect occurs, allowing one to relax the restriction (3 ~ s in (2.10). We 
show for a general M that the following holds. 
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Theorem 2.3 Assume that the principal symbol (2.3) of L has constant coefficients a+ 
and a_, that (2.8) holds, that the real numbers s and t satisfy (2.9) and that 

1 2 < b ~ T -j3. 

If the collocation method is stable, if 

(2.12) 00-entry of D(y)-1 Z(y) = O(jyjb) as y -T 0, 

and if in the splitting (2.1), 

(2.13) Li is a pseudodifferential operator of order j3 - b, 

then 

(2.14) 

The highest rate of convergence given by (2.14) occurs whens = j3 - b and t = r, 
in which case 

(2.15) 

giving an improvement of O(hb) over (2.11) at the cost of some additional regularity 
of u. 

3. Splines with Multiple Knots 

Our first task in this section is t~ characterize the spline functions from s~,M in terms 
of their Fourier coefficients. We begin with a simple observation. 

Lemma 3.1 A 1-periodic distribution f belongs to S~,M if and only if there exist trigono-
metric polynomials aq for 0 ~ q ~ M - 1, each with unit period, such that 

M-1 

(3.1) mr f(m) = L mqaq(mh) for all m E 'll. 
q=O 

Proof. Since the r-th derivative of a polynomial of degree r - 1 is identically zero, one 
sees that if f E S~,M then 

M-1 

(3.2) f(r)(x) = L L Cnq8(q)(x - nh), 
q=O nE7ZN 

where 8 is the 1-periodic Dirac delta function, and the coefficients Cnq are just the jumps 
in the derivatives of f at the breakpoints: 
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Hence, the Fourier coefficients of f satisfy 

M-1 

(i27rmrf(m) = L L Cnq(i27rm)qe-i27t"mnh, 
q=O nE'lliN 

so (3.1) holds with aq(e) = ~::01 Cnq(i27r)q-re-i27rn( Conversely, if (3.1) holds, then 
jCr) has the form (3.2), and thus f E S~,M. D 

It is convenient to define an index set 

Ah= {k E 7l: -N/2::::; k < N/2}, 

and to let }(l, k) denote the M-dimensional column vector with components 

fp(l, k) = f(k + pN + MlN) for -M/2::::; p < M/2, l E 7l and k E Ah; 

for instance, 

f(l, k) = [f(k" - N + 2lN) l when M = 2. 
f(k + 2lN) 

Recall the definitions of xr(y) and V(y) given in (2.4); the next theorem gives the 
desired Fourier characterization of S~,M, and shows that f(O, k) determines f (l, k) for 
all l E 7l whenever f E S~,M. Notice that in the special case M = 1, we get back to 
the recurrence relation (1.9) of Quade and Collatz. 

Theorem 3.2 A 1-periodic distribution f belongs· to S~,M if and only if 

Xr(Ml + kh)f(l, k) = V(Ml + kh)V(kh)-1 Xr(kh)f(O, k) 

for all l E 7l and k E Ah. 

Proof. Putting m = k+pN +MlN and noting that aq(mh) = aq(kh), we see that (3.1) 
is equivalent to 

M-1 

(kh + p + Mzr f(k + pN + MZN) = L (kh + p + Ml)qhr-qaq(kh) 
q=O 

fork E Ah, -M/2::::; p < M/2 and l E 7l, and in turn this condition is equivalent to 

The Vandermonde matrix V(y) is non-singular for ally E IR because 

det V(y) = IT (q - p) i= 0, 
l~p<q~M 
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so if f E S~,M then the combination 

is independent of l, giving 

(3.4) V(Ml + kh)- 1 xr(Ml + kh)}(l, k) = V(kh)- 1 xr(kh)}(O, k) 

for l E 'll and k E Ah. Conversely, if the Fourier coefficients off satisfy (3.4) then it is 
possible to find trigonometric polynomials aq for 0 ::; q ::; M - 1 such that (3.3) holds 
fork E Ah and l = 0, implying that (3.1) holds and therefore f E S~'M. D 

Remark 3.3 It is not difficult to show using elementary facts about polynomial inter-
polation that the matrix product V(x + y)V(y)-1 is independent of y, and has entries 
that are polynomials in x of degree ::; M - 1. Hence, we may define the M x M matrix 

Wz = V(Ml + y)V(y)-1 for l E 'll; 

for instance, ~e see from (2.4) that 

[ 
1 - 21 21 ] 

Wz =. -21 1 + 21 when M = 2, 

which explains (1.10) in the Introduction. Actually, for our purposes it suffices to know 
that 

(3.5) IWzl ::; 0(1 + lll)M-l for l E 'll, 

and we shall make no use of the fact that Wz does not depend on y. 

Theorem 3.2 shows that for each 1-periodic distribution f there exists a unique 
spline Phf = P~,M f E S~,M satisfying 

i?;J(k + pN) = f(k + pN) fork E Ah and -M/2::; p < M/2, 

and in this way, we obtain a projection Ph onto s~,M. An alternative definition of Phf 
lS 

where 

(3.6) s:,M = sp~n{ ei27r(k+pN)x : k E Ah and -M /2 ::; p < M /2} 
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is a space of trigonometric polynomials, and (·, ·) is the inner product in L 2 (T). We 
also introduce a discrete seminorm II · II s,h given by 

(3.7) ll!ll;,h == llPhfll; == :E :E (k + pN) 2slf(k + pN)l 2
; 

-M/2'5:p<M/2 kEA11. 

notice that the restriction of II . lls,h to s~,M is a norm. 
The approximation property and inverse inequality are are well-known for finite-

element spaces. In parts iii) and iv) of the next theorem, we give a new and rather 
simple proof of these results for S~,M using the Fourier characterization of Theorem 3.2. 
References [6], (5, §6.1] and [16, Theorems 2.6 and 2.11] all contain proofs of these results 
for the complete range of Sobolev indices in the case of smoothest splines ( M == 1) on 
a quasi-uniform grid. 

In part V) of the next theorem, we prove the local approximation property for S~,M. 
Related results have been exploited by Nitsche and Schatz [11, Assumption A.2] in the 
study of local error estimates for finite element methods. We shall use the local approx-
imation property to justify the extension of our error estimates from the special case 
when the principal symbol of L has constant coefficients to the general case of variable 
coefficients. This idea was introduced by Arnold and Wendland [1] and, independently, 
by Pro:Bdorf (12], [13]. Our proof of v) below generalises the one used in [1, Lemma 3.1] 
for M == 1; a different approach, again only for smoothest splines, appears in [17, The-
orem 2.13]. For the case s == 0 and M 2:: 1, a different proof of v) is given by Hagen, 
Roch and Silbermann [8] (see Theorem 2.8 and Section 2.12.4). 

Theorem 3.4 Ifs< T - M + ~J then s~,M c H 8 and the following hold. 
i) The norms ·11 . lls,h and II . ·11s are unifor~ly equivalent on s~,M: 

cjjflls :::; llflls,h :::; llflls for f E S~,M. 

ii) The projections Ph are uniformly bounded in H s: 

llPhflls :::; Cllflls for f E Hs. 

iii) The projections Ph have the approximation property: 

iv) There is an inverse inequality: 

llfllt:::; Chs-tllflls for s:::; t < r - M + ~ and f E S~'M. 

v) The projections Ph have the local approximation property: given a fixed g E 
cr(T), 
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where p=min(l,r-M+l-s) > ~· 
Proof. It is convenient to define the M x M diagonal matrix 

Y 5 (l, k) = diag[(k + pN + MlN)5]-M/2sp<M/2, 

so that 

(3.8) Jsj(l, k) = Y 5 (l, k)f(l, k). 

Suppose f E S~,M, and observe that by Theorem 3.2 and Remark 3.3, 

Jsj(l, k) = Y 5 (l, k)x-r(Ml + kh)W1Xr(kh)Y-s(o, k)Jsj(o, k). 

We see that for l-/= 0, k E Ah ands ~ r, 

and 

IYs(z, k)x-r(Ml + kh)I = max (k + pN + MlN) 5 1Ml + kh + pj-r 
-M/2sp<M/2 

< h-s max IYls-r < Ch-sllls-r 
- (l-1/2)Msy<(l+l/2)M - ' 

IXr(kh)Y-s(o, k)I = max lkh + Plr(k + pN)-s 
-M/2Sp<M/2 

~ hs max IYlr-s ~ Chs, 
IYlsM/2 

. so by (3.5), 

(3.9) IA(l, k)I ~ c1115-r+M-llR(o, k)I for 0-/= l E 'll and k E Ah. 

Hence, using the assumption that s < r - M + ~, 

l:;i:O kEAh. kEAh. 

:S C (r _ M ~ ~) _ 8 lif11~,h• 

which shows that s~,M ~HS and llflls ~ Gll!lls,h· Since the inequality llflls,h ~ llflls 
is trivial, we have proved part i). 

By (3. 7), part ii) follows at once from part i). 
To prove the approximation property, let f E Ht withs ~ t ~ r, and put 

We write 

A1t = {k+pN: k E Ah and-M/2 ~P < M/2}. 

llf - Phfll~ = L lml2slf(m) - .PJ:(m)l2 ~ 2(I +II), 
m<f-.A1: 
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where 

Since JmJ ~ N/2 for all m ~ Af!, 

I::; L JmJ 2Cs-t)JmJ 2tJJ(m)J 2 ::; (N/2)2(s-t)JJ/JJ;::; Ch2(t-s)llJIJ;, 
jmj~N/2 

and the matrix norm estimates leading to (3.9) show that 

so 

l(JS Phf)" (l, k )I = IYs(z, k)x-r(Ml + kh)WzXr(kh)Y-t(k, o):ft}(o, k)I 

::; CJlls-r+M-1ht-sJ:ftJ(o, k)I 

II::; L L JA(Z,k)J2::; Ch2(t-s)IJJIJt. 
l#O kEA1i. 

The proof of part iii) is now complete. 
If we use the discrete norm, then the inverse inequality 

llfllt,h ::; Chs-tllfll·s,h 

holds for any real numbers s and t satisfying s ::; t, and for any 1-periodic distribution f. 
Thus, part iv) follows at once from part i). . 

To prove part v), we denote then-th subinterval by In= (nh, (n+l)h) for n E 'llN, 
and define the periodic piecewise Sobolev space 

for integers l ~ M. If f E H~z, then for 0 ::; j ::; l we let J<i> E L2(T) denote the 
piecewise (not distributional) derivative off. We also define 

Df(x) = -2
1

.J'(x) + f(O), 
7rl 

and note that D : Ht-+ Ht-I is an isometry for all t E IR, and that 

is an isomorphism. The proof of the following lemma is deferred until later in this 
section. 

Lemma 3.5 Ifs < ~, then 
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D fi · t• p-r M Sr M b e ne a proJec 10n h 1 onto h1 y 

and suppose that f E S~1M' g E cr(T) and s < T - M + ~. We observe that 

Ilg/ - P;1M (gf)lls = llDM-r(I - P/: 1M)Dr-M (gf)lls 
= II (I - P/: 1M )Dr-M (g f) II s-r+M 

and nr-M (g !) E H::!'M' so Lemma 3.5 implies that 

Since JM = 0 and J(r-M) = J(r-M), the Leibniz formula and the Bramble-Hilbert 
lemma give 

r-1 

ll[Dr-M(gf))(M}llo:::; CL llf(j}llo 
j=O 

r-1 

:::; Cllfllr-M + C L hr-M-j 11/(r-M) llo 
j=r-M+1 

(with C depending on g) and hence by the inverse inequality iv), 

Finally, I - P;1M = (I - P;,M )(I - f>;1M) and the P;1M are uniformly bounded, so both 
projections have the local approximation property v). D 

Proof of Lemma 3.5. First we construct a projection Qh onto S:;! 1M (0, 1) satisfying 

(3.10) 

(Note that here f may be non-periodic.) Let T2 = IR/27l, so that the functions 
in H 5 (T2 ) are 2-periodic, and let E: H 5 (0, 1) -+ H 5 (T2 ) be an extension operator, i.e., 
a bounded linear operator satisfying Eflco 11 ) = f for all f E H 5 (0, 1). For instance, we 
can construct E using a standard extension operator from H 5 (0, 1) to H 5 (IR), together 
with a suitable cutoff function so that Ef has compact support in (-1/2, 3/2). Write 
Ph = Pf:1M for brevity, and then define a projection Ph

1
2 onto S{:11M (T2) by Ph

1
2f = 

B-1 PhBflco 11 ), where Bf(x) = f(2x). Our projection Qh is then defined by 
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The approximation property of Ph implies that 

and therefore, because f - Qhf = (Ef - Ph,2Ef)lco,1), 

II! - QhfllH"(0,1) ~ CllEJ - Ph,2EfllH"(T2) 
~ ChM-sllEfllHM(T2) ~ ChM-sllJllHM(o,1), 

which proves (3.10). 
Next, we show that 

By Taylor's theorem, f = fi + h where 

The polynomial fi belongs to Sj;I,M(O, 1), so fi - Qhfi = 0, implying that 

and the function h satisfies 

f~ 1 )(x) = . (x - t)M-l-j jCM)(t) dt for 0 ~ j ~ M -1, . 1 ix 
. (M -1 - J )! 0 . 

with f~M)(x) = J(M)(x), so llhllHM(o,1) ~ CllJ(M)llL2(o,l) and (3.11) holds. 

Suppose now that f E Hj;I,M (0, 1 ), and choose 'lj; E Si;1,M (0, 1) such that f + 'lj; E 
HM(O, 1). (In general, f + 'l/; ~ HM(T), however, which is why we require the non-
periodic projection Qh.) Since 'l/; - Qh'l/; = 0 and ,,P(M) = 0, we have 

II! - QhfllH-'(0,1) = II(!+ 'l/;) - Qh(f + 'l/;)llH-'(0,1) 
~ ChM-sll(f + 'l/;)CM)llL2(0,1) = ChM-sllJ<M>llL2(0,1), 

for s < ~. Finally, because the non-periodic spaces Hi:'M (0, 1) and s::,M (0, 1) are 
really no different from their periodic versions Hf:'M (T) and si;1,M (T), and because 
also H 8 (0, 1) and H 8 (T) are really the same ifs < ~' the result follows at once after 
writing I - Ph= (I - Ph)( I - Qh) and noting that the Ph are bounded on H 8

• D 
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4. Error Estimates 

Our strategy for proving the convergence of the collocation method (1. 7) is the same 
as in [1]. We begin by studying the special case when L = Lo and the symbol (2.3) 
has constant coefficients a+ and a_. We shall see that the MN collocation equations 
for Uh E s~,M' 

( 4.1) 

are equivalent to N uncoupled M x M linear systems for the MN Fourier coefficients 
uh(k + pM), where k E Ah and -M/2 5:. p < M/2. 

The following lemma explains the origin of the matrix <I>z( E) defined in (2.5). 
Lemma 4.1 If g E Ht for some t > ~, then the MN scalar equations 

g(xn,j) = 0 for n E ~N and 1 5:. j 5:. M, 

are equivalent to the N vector equations 

00 L <I>z(E)g(l,k)=O forkEAh. 
l=-oo 

Proof. The hypothesis of the lemma ensures that the Fourier series of g is absolutely 
convergent, so a simple argument involving discrete Fourier transformation shows that 
g(xn,j) = 0 for all n E ~N (and a fixed j) if and only if 

00 L g(k + mN)ei2~mE; = 0 for all k E Ah; 
m=-oo 

see, e.g., (1, Lemma 2.1]. Writing m = q +Ml, we see that 

t e-i2,.-p<; { f [J(k + mN)ei2,.-m<;} 
3=1 m=-oo 

= f L { t ei2,.-(q-p+Ml)<;} [J(k + qN + MlN), 
l=-oo -M/25:q<M/2 j=l 

and the right hand side is just the p-th component of M 2=~-oo <I>z( E)g(l, k ). It is easy 
to check that the Vandermonde-like matrix [ e-i27ipE;] is non-singular because by (1.5) 
the numbers e-i2

1iEj (1 5:. j 5:. M) are distinct. The result follows at once. D 

Recalling the homogeneity property (2.2) of the principal symbol uo, we find that 
for l E ~' k E Ah and any distribution u: T-+ C, 

(4.2) - { ~ h u( o, o) if z = k = o, 
Lou(l, k) = h-.B~(Ml + kh)u(l, k) otherwise, 
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where :Eh== diag(uo(pN)]-M/2~p<M/2 and :E(y) == diag[uo(p+y)J-M;2~p<M/2 i cf. (2.4). 
We put 

Ah == { k E Ah : k =/:- 0 }, 

and recall the definition (2.6) of the matrix D(y). 

Lemma 4.2 Assume /3 + M < T. If Uh E s~,M and u E Ht for some t > /3 + ~} then 
the collocation equations ( 4.1) are equivalent to 

00 

D(O):Ehuh(O, o) == L <I>z( t:)Lc;(z, O) 
l=-oo 

and 
00 

D(kh):E(kh)uh(O, k) == hf3 L <I>z(t:)Lc;(z, k) fork E AJ;,. 
Z=-oo 

Proof. Taking g == Louh - Lou in Lemma 4.1, we see that (4.1) holds if and only if 

00 00 

L <I> l ( E) L--;;; h ( l, k) == L <I> z ( E) Lc; ( l, k) for k E Ah. 
l=-oo l=-oo 

The result now follows using ( 4.2) and Theorem 3.2, but we have to check that the 
infinite sum from the definition (2.7) of Z(y) converges absolutely. In fact, using matrix 
norm estimates from Remark 3.3 and the proof of Theorem 3.4 

IZ(y)I ~ L l<I>z(t:)ll·:E(Ml + Y)llX-r(Ml + y)llWzl 

( 4.3) 
l#O 

< C '°' 1z1f3-r+M-1 < C 
- ~ - T - (/3 + M) ' 

l#O 

because /3 + M < r. D 

It follows from Lemma 4.2 that 

( 4.4) D(O):Eh( Uh - u r (0, 0) == { <I>o( t:) - D(O)}:Ehu(O, 0) + L <I>z( t:)Lc;(Z, 0) 
l#O 

and 

D(kh ):E(kh )(uh - u) "(O, k) == { <I>o( t:) - D(kh )}:E(kh )u(O, k) 

( 4.5) + hf3 L <I>z( t:)Lc;(z, k) 
l#O 

for k E Ah. We use these equations to estimate the errors in the Fourier coefficients 
of uh. It is convenient to let 

Yh, == diag[(pN) 8 ]-M/2~p<M/2 and ys(y) == diag[ly + Pl 8]-M/2~p<M/2' 
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so that the matrix Y 5 (l, k) from (3.8) is given by 

{ 
y; s if l = k = 0) 

ys(z, k) = h-sys(krz + kh) otherwise; 

cf. ( 4.2). In the next three lemmas, we estimate the terms on the right hand sides of 
( 4.4) and ( 4.5). 

Lemma 4.3 If u E Ht for some· t > /3 + ~, then 

IL <I> 1( E)L;;-:u( l, k) i 2 ~ Ch2Ct-.8) L [ :ft;;:(z, k) [ 2 for k E Ah. 
l:f=O l:f=O 

Proof. For l =f:. 0, 

j<I>z(c)L;;-:u(z, k)j :::; cjL;;-:u(z, k)j = Cht-f3jE(Ml + kh)Y-t(Ml + kh):ft;;:(z, k)j 
:::; cht-!31z1!3-tj:Jt;;:(z, k)j. 

Since l:z:f;o lll 2(f3-t) converges for t > /3 + ~, we obtain the desired estimate by applying 
the Cauchy-Schwarz inequality. D 

Lemma 4.4 If /3 + M < r, then 

Proof. The 00-entry of the matrix xr(o) vanishes, so 

j{<I>o(E) -D(O)}Ehu(O,O)j 2 = jZ(O)Xr(O)E(o)-1 Ehu(O,O)i 2 

::; IZ(O)l 2 L* jprao(P)-1 ao(pN)u(pN)j 2 

-M/2'5:_p<M/2 

::; ch-2!3 L lu(pN)l2 
p:f=O 

:::; Ch2(t-f3) L IPNl2tlu(pN)l2 
p:f=O 

:::; Ch2(t-f3)j:ft;;:(o, O)j 2
, 

where, in the second step, the asterisk on the sum indicates that the term with p = 0 
is omitted, and, in the third step, we used the estimate ( 4.3). D 

Lemma 4.5 If /3 + M < T and k E Ah,, then 

j{<I>o(c) - D(kh)}E(kh)u(O, k)j :::; Chtj:Tt;;:(o, k)j fort:::; r. 
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Proof. This time, 

i{<I>o(e) - D(kh)}~(kh)u(O,k)i 2 = IZ(kh)Xr(kh)u(O,k)l 2 

::; C L IP+ khl2rlu(k + pN)l2 

-M/2'5:_p<M/2 

= Ch2t L IP+ khj2Cr-t)lk + pNl2tlu(k + pN)l2 

-M/2$.p<M/2 

::; Ch2tj:ft;(o,k)!2, 

where, in the final step, IO+ khl2(r-t) ::; 1 because we assume that t ::; r. D 

Now comes the main step in the proof of Theorems 2.2 and 2.3; recall the defini-
tion (3.7) of the discrete seminorm II · lls,h· 

Theorem 4.6 Assume that the collocation method ( 4.1) is stable, and that 

{3 + M < r and {3 + ! < t ::; r. 

For all h} 

(4.6) 

and if (2.12) holds} then in addition 

(4.7) 

Proof. Since 

l vs~-11 . (pN)s < C (1 hf3-s) 
.r h L..Jh = max I ( N)I - .max ' ' -M/2$.p<M/2 CTQ p 

we see from ( 4.4) and the estimates in Lemmas 4.3 and 4.4 that 

(4.8) 00 

::; Cmax(l,h2({3-s))h2(t-{3) L lft;(Z,0)12· 
l=-oo 

Similarly for k E Ah., since 

(4.9) 

we see from ( 4.5) and the estimates in Lemmas 4.3 and 4.5 that 

jJ 9 (uh - u)"(O, k)j 2 

( 4.10) 
= h-2slY8 (kh)~(kh)-1 D(kh)-1 D(kh)~(kh)(uh - u)"(O, k)}j 2 

00 

::; Cmax(l, jkhj2(s-f3))h2(t-s) L j:Jt;(Z,k)l2· 
l=-oo 
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Hence, if f3 ::; s then 

co 

lluh - uil;,h = L I J5(uh - u)"(O, k)l 2 
::; Ch2(t-s) L L j~(l, k)l 2

, 

kEA1i. kEA1i. l=-oo 

which proves ( 4.6). 
Now suppose that (2.12) holds, and that f3 - b ::; s ::; /3. In Lemmas 4.3 and 4.4 

there is no upper limit on the index t, so the estimate ( 4.8) is valid with t replaced 
by t + f3 - s: 

co 

(4.11) jJ 5 (uh -u)"(0,0)1 2
::; Ch2(t-s) L j(Jt+,B-su)"(l,O)j 2

. 

l=-co 

However, in Lemma 4.5 we must have t::; r, so a sharper estimate than ( 4.10) is needed. 
Let k E Ah., and define the M-dimensional column vector 

v = D(kh)- 1 {<1> 0 (e) - D(kh)}~(kh)u(O, k) = D(kh)-1 Z(kh)Xr(kh)u(O, k), 

so that by ( 4.5) 

J 5 (ufi - u)"(O, k) = h-sys(kh)~(kh)- 1 v 

( 4.12) + h,B-sys(kh )~(kh )-1 D(kh )-1 L <l>z( e)L;u(l, k ). 
l#O 

We will use the splitting v = v' + v", where the components of v' are given by 

I -{Vo 
VP - 0 

It follows from the assumption (2.12) that 

if p = 0, 
if pi= 0. 

lq + khl 2rlu(k + qN)l 2
, 

and since IY5 (kh)~(kh)-1 v'I::; Clkhl 2(s-,B)lv'I, we estimate 

lkhls-,Blkhlb+r = lkhlr-t+s-,B+bjkhjt ::; Chtjkjt 

and, for q -:j:. 0, 

to conclude that 
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Next, since v~ = 0, 

so 

IY 9 (kh)b(kh)- 1v"l 2 ~ C L* IP+ khl 2(s-,6)1v~l 2 

-M/2~p<M/2 

~ Clv"l 2 ~ CIXr(kh)u(O, k)l 2 

= C L lq + khl 2rlu(k + qN)l2 
-M/25:q<M/2 

~ Chu1Pu(O,k)l 2, 

Inserting this estimate in ( 4.12), and using ( 4.9) and Lemma 4.3, we obtain 

IJs(uh - u)"(O, k)l2 ~ Ch2(t-s)l(Jt+P-su)"(O, k)l2 
+ Ch2(,6-s) max(l, lkhl2(s-,6)) h2(t-s) LI ( JH,6-su) "(l, k) 12. 

l:;i:O 

Summing over k, and using ( 4.11), we finally arrive at ( 4. 7). 

Proof of Theorem 2.2. Ifs< r - M +~'then 

( 4.13) ' 

D 

Hence, the approximation property from Theorem 3.4 shows that Theorem 2.2 holds 
in the special case when L = Lo and the principal. symbol has constant coefficients. 
Roughly speaking, the error estimates for a general L then follow by freezing coefficients. 
The details for the case of smoothest splines can by found in [1, §3], and with only slight 
modifications the same proof goes through for any knot multiplicity M ~ 1, given our 
Theorem 4.6. Alternatively, the local principle in [13] can be applied; see also [17, 
Chapter 13]. In both approaches, the local approximation property from part v) of 
Theorem 3.4 is crucial. 

We comment briefly on the second approach. For the theory in [13], it is necessary 
to reformulate the collocation method (1. 7) as a projection method, 

where Ilh is the interpolation projection for a suitable subspace of dimension MN, not 
necessarily s~,M. (Indeed, we shall see in the Section 5 that the interpolation projection 
for S~,M might not exist, even though the collocation method is stable.) If we assume 
that 

det <I>o( e) "I 0, 
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then a good choice for Ih is the interpolation projection onto the trigonometric poly-
nomial space S';'M defined in (3.6), because by Lemma 4.1, 

CX) 

<I>o(e)~(O, k) == L <I>z(e)u(l, k) fork E Ah. 
l=-cx:> 

These projections satisfy 

and if the collocation method is stable in the sense of Definition 2.1, then it follows from 
Theorem 4.6 that in the special case when L == Lo and ao has constant coefficients, 

Applying the local principle of [13], we deduce that this estimate holds for a general L 
and for all h sufficiently small. Thus, 

and the error estimate of Theorem 2.2 follows from the approximation property, except 
that the case /3 ::; s ::; /3 + ~ is not covered. (However, the method of proof in [1] gives 
the result for the complete range of values of s.) D 

Proof of Theorem 2. 3. Assume _now that the principal symbol 9f L has constant 
·coefficients, a~d that (2.12) and (2.13) hold. In the case L == L0 , the superconvergence 
result (2.14) follows at once from the second part of Theorem 4.6 using ( 4.13). The 
general case L == Lo + Li can then be handled by applying the following perturbation 
argument, similar to [19, Theorem 3.5]. 

Both L and Lo are bounded and invertible operators from H 8 onto Hs-{3, so the 
operator L0i L == I+ L0i Li has a bounded inverse on H 8 for all s E IR. Thus, on the 
one hand, 

( 4.14) 

but on the other hand, the collocation equations 

are equivalent to 

Thus, if Uh, Wh E s~,M satisfy the collocation equations, 
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for n E 'llN and 1 ~ j ~ M, then Uh =uh - Wh. Now assume that s and t satisfy (2.9), 
and that f3 - b ~ s ~ /3. The superconvergence result for the case L = Lo gives 

and since uh E Hf3 and L01 L 1 : Hf3 --+ Hf'+b is bounded, we have w E Hf3+b. Applying 
the basic error estimate (2.10) yields 

llwh - wllf3 ~ Chf3+b-f'llwll11+b ~ Chblluh - ull11 
~ Chb+t-f311ullt ~ Cht-sllullt+f3-s, 

where, in the second step, we used the hypothesis /3 + ~ < /3 + b ~ r. Finally, by ( 4.14), 

implying the desired estimate (2.14). D 

5. Methods using Splines with Double Knots 

Throughout this section, we assume that M = 2, and that the principal symbol (2.3) 
has constant coefficients satisfying 

(5.1) a+ = 0 or a_ = 0. 

We say that such a symbol is even if a.- == 0, because in this case era ( -e) = era ( +e). 
Similarly, er0 is odd if a+ = 0, because er0 ( -e) = -er0 ( +e). It is useful to define 

8 = { + if era and r have like parity, 
- if er0 and r have opposite parity, 

so that 
(-1r ero(-1) =Bero( +1) 

and the formula (2.6) can be written as 

1 [ 8(1 t-1' 0 ] D(y) = 4>o(e) + ~a(l)Z(y) - 0y ,.1.. ( ) 
v l.f'r-(3 Y 

for _1<y<1 
2 - - 2' 

where 

{~ [ (2Z + Y - 1)f3-r (2Z + y - 1)f3-r+l] 
Z(y) = ao(l) ~ <I>z(e) (2l + y).B-r (2l + y).B-r+l 

~ [ (2Z - y + 1)(3-r -(2Z - y + l)f3-r+l]} [ y 
+(I~ <J>_z(e) (2l -y).B-r -(2l - y).B-r+1 -1 
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and 
<P Cl. ( ) == { e I y I Cl. if - t :::; y < o, 

y ya. if 0 :::; y :::; t. 
We shall assume without loss of generality that ao(l) == 1, and will study two choices 
of the collocation points, each possessing a natural symmetry. 

First consider collocation at breakpoints and midpoints, i.e., 

(5.2) 

A quick calculation shows that with this choice of collocation points the matrix (2.5) is 
particularly simple: 

q>z(O, ~) ==I for all Z E 'll, 

where I is the 2 x 2 identity matrix. The stability and superconvergence properties of 
the method follow from the next lemma. 

Lemma 5.1 Assume (5.1) and (5.2). 

and 

i) If a and r have like parity, then det D(O) == 0. 
ii) If a and r have opposite parity, then 

detD(y) > 0 for-~:::; y:::; ~' 

00-entry of D(y)-:1 Z(y) == O(y) as y -t 0. 

Proof. Let 

00 

g~(y) == :E[(2Z + y)-a. ± (2l - y)-a.] for a> 1 and -2 < y < 2, 
l=l 

so that, recalling our assumption (2.8), 

Z( ) - [g!(Y - l) g;:~_:~Y(-)l)] [ Y1 
1 ~ Y] with a== r - f3 > 2. 

y - g!(Y) 9a.-1 Y -

It is easy to see that 

gt(-y) = gt(Y) and g-;;(-y) = -g-;;(y), 

with g;(O) == O and g;(l) = -1. Part i) follows at once because if e =+then 
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To prove part ii), suppose() = -. We find that 

det D(y) = 1 + cPa(y)[gt-1 (y) + (1 - y)g;(y)] 
+ (1 - y)a[gt-1 (1 - y) + yg;(l - y)] 
+ cP a (y) ( 1 - Y) a [g t-1 ( Y )g; ( 1 - Y) + g t-1 ( 1 - Y )g; ( Y) J 

where, as before, a = r - /3. In showing that det D(y) > 0, we shall treat separately 
the cases 0 :::; y :::; 1/2 and -1/2:::; y:::; 0. 

Suppose 0 :::; y :::; 1 /2, and write det D(y) = Ji (y) + f2 (y) where 

1 f1(Y) = 2 + yag;_1(Y) + (1-y)ayg;(l -y) + Ya(l -ytgt_1(y)g;(l -y). 

Since -1 = g-;;_(l) :::; g-;;_(1 - y) :::; 0, we have 

and taking into account that g-;;_(y) ~ -1, one easily sees that 

because a> 1. 
Next, suppose -1/2 :::; y :::; 0. In this case, we have 

where 

det D(y) _:_ 1 + fa(y) + f4(y.)+ fs(y), 

fa(y) = (1 - Ytg;_1(l -y)[l - jyjag;(y)], 
f4(y) = -IYlag;_1 (y)[l + (l -ytg;(l - y)], 
fs(Y) = (1- ytyg;(l -y) - IYla(l -y)g;(y). 

Since g-;;_ is monotonically decreasing, 

-g;(y) = g;(-y) ~ g;(l/2) > -(2/3t > -1, 

so 

fa(y) > (1 -y)ag;_1(l -y)[l - IYla] > 0, 
1 + fs(Y) ~ 1 - IYla(l - y)g-;;_(y) ~ 1 - IYla(l - y)(2/3t > 1/2, 

and f4(y) ~ 0 because g-;;_(1 - y) :::; g-;;_(1) = -1. Thus, det D(y) > !· 
Finally, 
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so by Taylor's theorem the 00-entry of D(y)-1 Z(y) is O(y). D 

Remark 5.2 The simplest example of the instability predicted in part i) of Lemma 5.1 
occurs when L is the identity operator and r == 4. The collocation equations for uh E 
S~' 2 then reduce to 

(5.3) 

so our result says that Hermite cubic interpolation at breakpoints and midpoints is 
unstable. In fact, it is easy to see that there is a Hermite cubic uh, not identically zero, 
that satisfies uh( Xn,j) == 0 for all n and j. Thus, relative to any basis for S~' 2 the linear 
system arising from the interpolation equations (5.3) is singular. 

If we taker= 3, however, then part ii) applies, showing that interpolation at mid-
points and breakpoints using continuous, piecewise-quadratic splines is superconvergent: 
more precisely, the interpolant Uh E S!'2 satisfies 

lluh - ull-1 ~ ch4 llulk 
Remark 5.3 In part ii) of Lemma 5.1, the inequality detD > 0 on [-1/2, 1/2] suffices 
to guarantee stability, but is not sharp. We observed in numerical investigations that 
det D decreases monotonically on the interval [-1/2, 1/2], having the minimum value 
det D(l/2) == [1 + 21-agt_1 (1/2)][1 + 2-ag;(l/2)] > l. 

Next, we consider collocation at points given by 

(5.4) E1 == E and E2 == 1 - E with 0 < E < ~. 
In this case, 

q, E 1 _ € _ [ cos 27r(2l)E cos 27r(2l + ·1 )e] 
z( ' ) - cos 27r(2l - 1 )e COS· 27r(2l}E ' 

and we shall see in a moment that the stability properties are the other way around from 
in Lemm?- 5.1. Moreover, superconvergence is possible if Eis a zero of the function Gr-{3, 
where 

CX) 1 
Ga( e) = 2 '°' - cos 27rmE for a> 0. 6ma 

m=l 

The zeros of the function Ga have appeared elsewhere in connection with the qualocation 
method [3], [21] and related fully-discrete schemes [10]. 

Table 5.1. The unique zero e; of Ga in the interval (0, 1/2). 

2 0 . 21132 48654 051871 
3 0 . 23082 96502 521382 
4 0. 24033 51888 203859 
5 0 . 24511 88417 393386 
6 0. 24754 07162 436733 
00 1/4 
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Various properties of Ga. and some other trigonometric series were prove~ in [2]. In 
particular, Ga. is strictly decreasing on the interval (0, 1/2), where it has a unique zero 
that we shall denote by €~. When a is a positive integer, it is possible to evaluate Ga. 
efficiently and accurately using a technique described in [9]. By applying any standard 
rootfinding algorithm, one can then compute €~j see Table 5.1. 

Lemma 5.4 Assume (5.1) and (5.4). 
i) If u and r have like parity, and if € = €;_(3, then 

00-entry of D(y)-1 Z(y) = O(y2
) as y--+ 0. 

ii) If u and r have opposite parity, then det D(O) = 0. 

Proof. Let 
00 

g;(y) = 2::[(2l + y)-CY. ± (2l - y)-CY.] cos 27rl(2€) 
l=l 

and 
00 

h~(y) = 'L:[(2l + y)-a. ± (2l - y)-a.] sin 27rl(2E); 
l=l 

notice that the functions g~ and ht are even, whereas g-;;_ and h;; are odd. Since 

<I> z( €, 1 - €) = cos 27rl(2€) [ 12 cos127r€ l + sin 27rl(2€) [ . 02 - sinO 27r€] , 
COS 7r € Slil 7r € 

we find that· 

Z(y)={[ 1 tos27rel [g!(y~l) g~~1 (y-1)] 
· cos27r€ 1 g!(Y) g~~ 1 (y) 

+ [ 0 - sin27r€] [h;; 8 (y -1) h~_ 1 (y -1)]} [ y 
sin 27r€ 0 h;; 8 (y) h~_ 1 (y) -1 

1-y] 1 . 

To prove part i), suppose that 8 = +. After some calculation, one finds that 

_ 1 [ a(y) b(y) l 
D(y) - sin 27r€ <I>o ( €, 1 - €) c(y) d(y) ' 

where 

(5.5) 

b(y) = -IYla. ~ [( m+\ + ( m-\ ] sin27rmE, 
L.,; m+ya. m-ya. 
m=l 

c(y) = -(1 - y )"' f [I m - 1 I + ( m + 1 ) l sin 27rmE, m+y-la. m-y+la. 
m=l 

d(y) = IYla. ~ [
1 

m I + ( m ) ] sin27rm€. 
L.,; m+y-la. m-y+la. 
m=l 
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Here, d(O) =sin 27r€, and since det <I>o( €, 1 - €) = (sin 27r€)2 , we see that 

det D(O) = Ha-1 (€)sin 27r€, 

where Ha(e) = 2I::=l m-a.sin27rmE. It is known from [2] that Ha(€)> 0 for 0 < 
E < ~ and for any a > 0. Thus, det D(O) > 0 and so D(o)-1 exists, and some further 
calculation reveals that the 00-entry of D(o)-1 Z(O) = Ga( e). To complete the proof of 
part i), we will show that the 00-entry of D(y)-1 Z(y) is an even function of y. 

In fact, simple calculations show that the entries of the matrix 

are given by 

~[ m+l m-1 ] ai(Y) = L.J ( . ) - I I cos27rmE, m-y+la m+y-la m=l 

b1(Y) = ~ [
1 

m I - ( m ) ] cos27rmE- -
1

1
1 

cos27rE, L.J m+y-la m-y+la ya m=l 

Loo[ m m ] 1 c1(Y) = ( ) - ( ) cos 27rmE - ( ) cos 27rE, m-ya m+ya 1-ya m=l 

Loo [ m+l m-1 ] 
di (y) = ( ) - ( ) COS 27rmE. m+ya m-ya m=l · · 

Putting 
00 

[ 1 1 ] A1 a(Y) = '"" ( ) + ( ) cos 27rmE, , L.J m+ya m-ya 
m=l 

00

[ 1 1 ]· A2 .,(y) = ~ ( ) - ( ) sm 27rmt, , L.J m+ya m-ya 
m=l 

one finds that the 00-entry of D(y)-1 Z(y) is 

1 [ a(y) sin 27rE ] 
IYla 1 - a(y)d(y) - b(y)c(y) 

1 [ (1 - y)-aa(y) ] 
= IYla l - (1 - y)-aa(y)[l + IYla.\1,a(Y)] + IYla.Xa,a(y).\2,a(Y) ' 

which is an even function of y. 
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Finally, we find that if B = - , then 

D(O) = [ 1 + 9~-l (1) + g~_ 1 (0) cos 27rE cos
1
27rE] 

cos 27fE + g~-1 (1) cos 27fE + g~-1 (0) - h~-1 (1) sin 27fE 

and 
detD(O) = sin27rc{[l +g~_1 (1)]sin27rE+h~_ 1 (1)cos27rE} = 0, 

which proves part ii). 0 

Remark 5.5 We conjecture that if, as in part i), u and r have like parity, then for any 
choice of E E (0, 1/2), 

det D(y) > 0 for -1/2 5: y 5: 1/2. 

Computer plots of det D for a wide range of values of a> 2 and EE (0, 1/2) indicated 
that this function is always monotonically decreasing on the interval [-1/2, 1/2], and 
one can easily see that 

(5.6) det D(l/2) > 0 for any choice of EE (0, 1/2). 

Indeed, if we define 

H~(c,y) = ~ { ( 
1 

) =i= ( 
1 

) } sin27rmE, L_; m+yo: m-yo: 
m=l 

then 
a(l/2) + c(l/2) = b(l/2) + d(l/2) = -2-0: H;( E, 1/2) 

and 
d(l/2) - c(l/2) = 21-0: H-;_ 1 ( E, 1/2), 

so 
det D(l/2) = [a(l/2) + c(l/2)][d(l/2) - c(l/2)] 

= -21- 2
0: H;(E, 1/2)H-;_1(E, 1/2). 

We know from [2] that Ht_( E, 1/2) < 0 and H-;_1 ( €, 1/2) > 0 for 0 < € < 1/2, so 
(5.6) holds. In the particular case€= 1/4, there is a complete proof of our conjecture, 
based on the fact that in (5.5) we have only simple, alternating series that can easily 
be estimated from above and below. 

Remark 5.6 As in the Remark 5.2, the simplest examples arise by choosing r = 3 or 4, 
and taking L to be the identity operator, so that Uh just has to satisfy the interpolation 
equations (5.3). This time, with the interpolation points given by (5.4), the unstable 
case is r = 3, and indeed it is easy to construct a continuous, piecewise-quadratic 
function uh E S! '2 that satisfies uh ( Xn,j) = 0 for all n and j, and yet is not identically 
zero. The stable case is now r = 4 (see Remark 5.5), and if € = €: then we have 
superconvergence with b = 2, i.e., the Hermite cubic interpolant Uh E S!' 2 satisfies 
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6. Numerical Experiments 

Consider the Dirichlet problem for the Laplace equation, 

\72V = 0 on n, 
(6.1) V = F on r, 
where n is a bounded domain in IR2 with boundary r. We assume that the curve r is 
smooth, and take a regular parametric representation I: T -tr. The solution of (6.1) 
can be represented as a single layer potential, 

V(X) = h u(y)log IX _w'Y(Y)I dy for x En, 

where w is a parameter chosen so that 

(6.2) w > diameter of r. 
In order to satisfy the boundary condition in (6.1), the density function u must be a 
solution of the integral equ~tion Lu= f, where 

(Lu)(x) = h u(y)log li(x): 'Y(Y)I dy and f(x) = F['Y(x)] for x ET. 

It is well known that the principal symbol of L is 

so L is strongly elliptic and of order /3 = -1. Moreover, in the decomposition (2.1), 
the Schwartz kernel of Li is 0 00 on T x T, i.e., Li is a smoothing operator. The 
condition (6.2) ensures that the homogeneous equation Lu = 0 has only the trivial 
solution u = 0, so L satisfies all of the hypotheses required for Theorems 2.2 and 2.3. 

Let Vh(X) be the single layer potential of the collocation solution Uh E s~,M' then 
it follows from (2.11) and (2.15) that 

Vh(X) = V(X) + O(hr+i+b), 

uniformly for X in any compact subset of n, where b = 0 if there is no superconvergence. 
(We ~ssume that F, and hence u, is smooth.) 

For our numerical experiments, we used the domain shown in Figure 6.1, whose 
boundary is parameterised by 

(6.3) 1(t) = (cos27rt,(1- ~sin27rt)sin27rt), 

and chose as our boundary data 

F(X) = Re sin[(Xi - 0·33) + i( x2 - 0·22)] = sin( Xi - 0·33) cosh( x2 - 0·22). 
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In this way, Fis harmonic on IR.2, and so V(X) = F(X) for X E 0. We chose w = 3 
so as to satisfy (6.2). 

Table 6.1 shows some numerical results for continuous, piecewise-quadratic splines 
( r = 3, M = 2), collocating at breakpoints and midpoints ( E1 = 0 and E2 = 1/2). 
We give the error in Vh(X) at the point X = (0·6, -0·2) for N = 2J where J = 2, 
4, ... , 9. According to Lemma 5.1 ii), the method is stable and superconvergent 
with b = 1, so we expect the error to be 0( h 5 ). Our numerical results agree with this 
theoretical prediction, bearing in mind that for N = 512 the roundoff error dominates 
the discretisation error; the computations were performed on a workstation in double 
precision, i.e., with a unit roundoff of around 10-16 . 

As well as tabulating the error and empirical convergence rate for the potential, we 
give (estimates for) the £00 condition number of the stiffness matrix and the CPU time 
for the overall computation. The diagonal and near-diagonal entries of the stiffness 
matrix have to be evaluated carefully because they involve singular or near-singular 
integrands. In such cases, we used the splitting 

log I ( ) w ( )I =log I 1 I +smooth function, /X -/y x+q-y 

with the integer q chosen so that Ix+ q - YI = min1E7.l; Ix+ l - YI· The integrals of the 
form 

! log I 1 I x (polynomial in y) dy, 
x+q-y 

were evaluated analytically, leaving only integrals of smooth functions to be handled 
with quadratures. For the computations in Table 6.1, we used 3 Gauss points per inter-
val, so that the quadrature error integrating a smooth function on r would be O(h6

). 

Tables 6.2-6.4 give numerical results for Her~ite cubic splines (r = 4 and M = 2) 
using two symmetrically-located collocation points in.each interval, i.e., with E1 = E and 
E2 = 1- E where 0 < E < 1/2. As above, the error in the potential Vh(X) was calculated 
at the point X = (0·6, -0·2). From Lemma 5.4 and Table 5.1, if 

€ = €~ = 0 . 24511 88417 393386, 

then we expect the method to be superconvergent with b = 2, i.e., we expect O(h7 ) con-
vergence. For any other value of E, the error ought to be O(h5 ). 

Table 6.2 shows our results using the special value E = E~ and 4 Gauss points 
per interval, but unfortunately the roundoff error seems to dominate the discretisation 
error before the convergence rate has a chance to stabilise. We therefore repeated the 
calculation using a black box, adaptive quadrature routine for all integrations. The 
results are shown in Table 6.3, and the O(h7 ) convergence is reasonably clear. (The 
very small error for N = 256 is presumably a fluke, given the size of the condition 
number.) Notice that for N = 64, using adaptive quadrature increases the overall 
execution time by a factor of about 16 but has virtually no effect on the accuracy of 
the potential. Finally, in Table 6.4 we give the results using E = 1/ 4 with adaptive 
quadrature; as expected, the error increases to 0( h5 ). 

30 



0 

-0.5 

-1 

-1.5 .__ _ _..___ _ _._ _ _...._ _ __.____;;;::_..._~_..___---'------l....------1.. _ ___, 
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 

·Figure 6.1. The domain with boundary parariieterised (6.3) 

Table 6.1. Numerical results for continuous, piecewise-quadratic splines, collocating at 
breakpoints and midpoints, using 3 Gauss points per interval. 

N error convergence condition CPU time 
rate number seconds 

4 2.21le-02 l.70e+Ol 
8 5.417e-04 5.35 3.07e+Ol 0.04 
16 6.182e-06 6.45 6.15e+Ol 0.12 
32 5.463e-07 3.50 l.23e+02 0.49 
64 l.675e-08 5.03 2.47e+02 2.14 
128 5.310e-10 4.98 4.94e+02 10.50 
256 l.679e-11 4.98 9.89e+02 65.81 
512 l.839e-12 3.19 l.98e+03 483.65 
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Table 6.2. Numerical results for Hermite cubic splines with collocation parameter€= €~, 
using 4 Gauss points per interval. 

N error convergence condition CPU time 
rate number seconds 

4 -2.325e-03 l.07e+02 
8 l.llOe-04 4.39 2.09e+20 0.05 

16 5.77le-07 7.59 4.13e+02 0.20 
32 2.160e-09 8.06 8.18e+02 0.79 
64 2.764e-11 6.29 l.63e+03 3.36 

128 2.871e-13 6.59 3.24e+03 15.53 
256 2.267e-12 -2.98 6.47e+03 86.21 
512 -2.659e-12 -0.23 l.29e+04 564.22 

Table 6.3. Numerical results for Hermite cubic splines with collocation parameter€= €~, 
using adaptive quadrature. 

N error convergence condition CPU time 
rate number seconds 

4 -3.865e-03 l.07e+02 
8 l.746e-04 4.47 2.09e+02 1.79 

16 -4.494e-10 18.57 4.13e+02 5.00 
32 3. 767e-09 -3.07 8.18e+02 15.73 
64 2.762e-11 7.09 l.63e+03 54.56 

128 2.120e-13 7.03 3.24e+03 202.69 
256 l.332e-15 7.31 6.47e+03 799.28 

Table 6.4. Numerical results for Hermite cubic splines with collocation parameter € = 
1/4, using adaptive quadrature. 

N error convergence condition CPU time 
rate number seconds 

4 -3.418e-03 l.07e+02 
8 l.705e-04 4.32 2.10e+02 1.78 

16 -7.972e-07 7.74 4.14e+02 4.96 
32 -3.038e-08 4.71 8.21e+02 15.57 
64 -l.12le-09 4.76 l.63e+03 54.02 

128 -3.628e-11 4.95 3.25e+03 201.02 
256 -l.143e-12 4.99 6.49e+03 797.88 
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