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Abstract

Consider a finite weighted oriented graph. We study a probability measure on the set of span-
ning rooted oriented forests on the graph. We prove that the set of roots sampled from this mea-
sure is a determinantal process, characterized by a possibly non-symmetric kernel with complex
eigenvalues. We then derive several results relating this measure to the Markov process associ-
ated with the starting graph, to the spectrum of its generator and to hitting times of subsets of the
graph. In particular, the mean hitting time of the set of roots turns out to be independent of the
starting point, conditioning or not to a given number of roots. Wilson’s algorithm provides a way
to sample this measure and, in absence of complex eigenvalues of the generator, we explain how
to get samples with a number of roots approximating a prescribed integer. We also exploit the
properties of this measure to give some probabilistic insight into the proof of an algebraic result
due to Micchelli and Willoughby [13]. Further, we present two different related coalescence and
fragmentation processes.

1 A random set problem and a forest measure

1.1 “Well distributed points” in a given graph

Let us consider the following problem. We have a square chessboard with sides of length 2/ and
a simple random walk on it. More precisely, think the chessboard as the square lattice box X :=
{1,- -, 20}* with the simple random walk X on X. Denote by T the hitting time of a set R C X
for the walk X and by P, the law of X starting from x € X. Can you find a probability law [P on the
subsets R of X with cardinality | R| = |X|/2 such that

E [E, [TR]] does not depend on z ?

In other words, can you sample 212 “well distributed points” among the 412 points of X’? In this exam-
ple, a possible simple answer is the following. Take R to be the set of either white or black squares of
the chessboard with probability 1/2.

One could then raise the following questions:

e What if the random subsets R are required to have any other cardinality | R| = m < 4122

e What if, instead of the chessboard X', we consider any other finite weighted (possibly oriented)
graph?

We notice that the case m = |X| is trivial, and that in the case m = 1, it is known that it suffices to
choose the point in X’ according to the stationary measure of the walk (see e.g. [11]). One of the main
goals of this paper is to answer these questions for 1 < m < |X|

In the sequel, we work on a finite oriented weighted graph with the natural irreducible Markov chain
associated with it. We study a certain probability measure on the set of spanning rooted oriented
forests on this graph. It will turn out that the set of roots of the forest sampled from this measure, with
conditioning on the number of roots, provides a solution to this problem in full generality. As far as



practical sampling issues are concerned, by using an algorithm due to Wilson and Propp [19, 15] we
can sample this measure without conditioning. Furthermore, under the assumption that the generator
of the random walk associated with the starting weighted graph has only real eigenvalues, we explain
how to get a sample with an approximate prescribed number m of roots within an error of order /m.
In Section 1.2 below, we introduce the main framework and notation, and in Section 1.3 we describe
the structure of the paper and the results we derive.

1.2 Forest measures

Let X be a Markov process on a finite state space X', with |X'| = n. Assume X is irreducible with
generator given by
(L)) =Y wlay)lfy) - f@)], z€a, (1.1)
yeX
with f : X — R arbitrary and {w(z,y) € [0,00) : (z,y) € X x X'} a given collection of
non-negative transition rates. Note that such a Markov process has variable speed depending on the
current state, namely, if the chain is at position z, the next jump will be performed after an exponential
time of rate
w(z) = Z w(z,y) < 00. (1.2)
yeX\{z}
The collections of rates induces a structure of oriented weighted graph on X'. In fact, consider the set

of oriented edges
E={(r,y) e X xX: x#yandw(z,y) > 0}, (1.3)

then G := (X, &) is a weighted oriented graph.

The main object of our investigation is a measure on the spanning rooted oriented forests in £. Let F
denote the set of spanning forests constituted by oriented rooted trees (oriented towards their roots).
For ¢ € JF, define the weight of a such a forest by

w(g) = [Jwle). (1.4)

ecp

Definition 1.1. (Standard forest measure) Denote by p(¢) C X the set of roots of a forest ¢ € F,
i.e., the set of points which are the roots of the trees constituting ¢. Fix ¢ > 0 and define on F the
measure w, given by

wy(9) == " [T w(e) = ¢"@(s). (15)

ecp

By normalizing it via the partition function:
Z(q) =Y _ wy(9), (1.6)
peF

we denote the resulting probability measure by

wy(¢)
v(¢) = -, ¢cF. (1.7)
! Z(q)
We call standard measure, standard partition function and standard probability measure, the objects
defined by equations (1.5), (1.6), and (1.7), respectively.




Remarks: There are obvious similarities between the weights appearing in equation (1.5) and those of
Fortuyn-Kasteleyn model. We stress here the main differences. FK-percolation is defined on spanning
graphs that are not required to be forests. However, in the zero limit of its main parameters, properly
rescaled, the model does converge to a measure on spanning forests (see e.g. [7]). Nevertheless, our
forests are rooted and this extra structure introduces an entropic factor in comparison (by projection
on unrooted forests) with this zero limit of FK-percolation.

We note that the weights in (1.4) are those associated by Freidlin and Wentzell with the so called “I1/-
graphs” [6] and we will recover some of their results in this paper. Our standard forest measure has
also been studied in various works. For example to sample points from the stationary measure of the
random walk [15], or to study in [8] recurrent configurations of Abelian dissipative sandpile introduced
in [18]. This spanning forest measure and other associated objects we will discuss later are actually a
variation on the theme of uniform spanning trees and loop-erased random walks. We refer to [10] and
references therein for the vast literature on the subject.

As it will become clear, the measure in Definition 1.1 and the associated partition function encode
several information related to the chain X . At the occurrence, we will derive several results related with
slightly more general measures and partition functions. To this aim, we introduce here some further
notation. Let us first introduce a natural generalization of the measure in Definition 1.1. Let M., ., be
the space of square matrices of size . Given a collection of extra weights {¢(z) € [0, 0] : x € X'},
let  be the diagonal matrix in M, ., defined by (Q);; := q(x;) withz; € X fori =1,...,n. We
anticipate that these extra weights will be interpreted as killing rates for the chain X. Set S := {z €
X 1 q(z) = 400} and define the measure w by

wo(¢) =w(®) [[ @) Liscowy- (1.8)

z€p(P)\S

By assuming that there is at least one x € X" with ¢(z) > 0 we can turn wy, into a probability
measure on JF by normalizing it via the partition function:

Zo = wg(e), (1.9)
PEF

and we denote the resulting probability measure by

wq (o)
Zg ’

This is the general form of the probability measure at the core of our investigation.

vo(o) = pecF. (1.10)

When answering the questions raised in Section 1.1, we need the following special case of the gen-
eralized measure in (1.8). For a given subset R C X, suppose that the collection of extra weights
{q(z) € ]0, 00|,z € X'} is such that

+00 ifr e R,
q(z) = {

qg>0(>0if R=10) otherwise. (1.11)

In this case, S = R, and we write

wer(9) == " NIw(A) Lipcyy  and  Zrlg) =D wyr(9), (1.12)
peF

for the measure and the partition function, wQ(-) and Zg, respectively. In particular, for ¢ = 0,
wo,r(¢) = w(d)Liyg)=ry and Zr(0) = >, s—pw(¢). Note further that, when 2 = {), we
recover the standard measure and partition function, w, ¢(-) = w,(-) and Zy(q) = Z(q).

In the sequel we will denote by ® a random variable on a probability space (€2, P) with values in F
and law . To avoid ambiguities, when needed, we write Py, P,  or P, in place of PP.



1.3 Results and structure of the paper
1.3.1 Main results

Our analysis of the forest measures introduced above will lead us to several results. Before describing
them and the organization of the paper, we emphasize herein what we consider as our three main
results.

First, in Theorem 3.4 we prove that the set of roots p(¢) sampled from the standard measure in (1.5)
is a determinantal process. More precisely, denoting by K (z,y) = P,(X(T,) = y),forz,y €
X, the transition probabilities of the Markov chain X in (1.1) observed at independent exponentially
distributed times of parameter g, we have that

P, (A Cp(P)) =detus(K), ACX,

with det 4 (K') being the determinant of K restricted to A (see Section 1.3.3 below for the notation).
This echoes Burton and Pemantle transfer current theorem ( [2], Thm 1.1). Our kernel K is however
not required to be reversible (and with possibly complex eigenvalues), and we present a direct proof
not relying on transfer currents.

The second result is an answer to the questions in the introductory Section 1.1. In fact, in Theorem 3.5
we give a formula for the hitting times of random sets constituted by the roots of our standard random
forests, with or without conditioning on having a fixed number of roots. In particular, such a formula
is independent of the starting point x. While Wilson and Propp algorithm gives a way to sample the
unconditioned measure, in Section 3.2 we explain how to obtain, in absence of complex eigenvalues,
a sample with approximately m roots, with an error of order \/m, for any m < n.

Our third result concerns a non-trivial algebraic statement on symmetric matrices derived in [13], Thm
3.2 therein. This theorem has been used in some recent probabilistic works [5, 14] to study absorption
times of reversible Markov chains on general finite graphs, as a key tool to define, in such a general
setting, the local equilibria introduced in [3]. In [14], the author motivates the importance of having a
probabilistic interpretation of Micchelli and Willoughby algebraic result. In Section 3.3 we restate their
result and give, by means of our standard forest measure, probabilistic insights into their proof.

1.3.2 Organization of the paper and results description

The rest of the paper is organized as follows.

Background material: Section 2 is a warm-up section where we provide some known background
material. In Section 2.1 we prove in a slightly different way a result originally due to Marchal [12] on
loop-erased trajectories, Proposition 2.1. In Section 2.2 we recall Wilson’s algorithm, Definition 2.2,
and as a corollary of Proposition 2.1, following [12, 15], we show how to sample our unconditioned
measures, Corollary 2.3.

Results: Section 3 is the bulk of this work where we derive our results. Each subsection presents
some new results related with our forest measures. Section 3.1 presents the first analysis on the forest
measures, in Theorem 3.1 and Corollary 3.2 therein we show some connection of these measures
with the spectrum of the chain X. In Theorem 3.4 we prove that the set of roots is a determinantal
process. In Section 3.2 we prove Theorem 3.5 on the hitting times of the roots set, answering the
questions raised in Section 1.1. Section 3.3 concerns a partial probabilistic interpretation of the proof
and result by Micchelli and Willoughby [13]. In Section 3.4 we mention a couple of coalescence and
fragmentation processes associated with our measures. One of them is obtained by coupling together
all the standard forest measures for different values of g. The focus of Section 3.5 is on the ‘rooted



partitions’ induced by our spanning forests, Proposition 3.11, and on the cumulants, or truncated
correlation functions, of the roots process, Section 3.5.2.

Appendix: Appendix A is devoted to technical known results used along the paper, which we derive
in our context in order to have a self-contained work. In Appendix A.1, we recall what is the Schur
complement for block matrices and its probabilistic interpretation, Proposition A.1. In Appendix A.2,
we give different proofs of two lemmas from Freidlin and Wentzell (Lemmas 3.2, 3.3 in [6]) on hitting
distribution and times of subsets of the graph, again by means of our forest measure. These lemmas
are used in Section 3.2. Appendix A.3 concerns the notion of divided differences which are used in
Section 3.3. We state three equivalent definitions and prove a related lemma.

To conclude this introductory section and to simplify the reading, we fix here some notation. Further
notation will be introduced at the occurrence.

1.3.3 Main notation
e Set theory

— Spaces: X’ will be our reference state space for the Markov process X. In the sequel,
we work with extensions of X which will be denoted by X” or with more general spaces
denoted by ).

— Subsets: the symbols C and C will be used as inclusion and strict inclusion, respectively.
Subsets will be generally denoted by capital letters: A, B, R, S.

— Complement: unless specified, we always deal with subsets of the space X'. For a given
subset A C X, we denote by A° := X'\ A the complement of A in X.
e Graphs

— Edges: & introduced in (1.3) stands for the set of oriented edges on X’

— Extreme points of oriented edges: for an oriented edge e = (z,y) € X x X, we
denote the starting and the ending points of e by e = x and € = y, and by w(e) :=
w(z, y) the weight associated to it.

— Forest space: F denotes the set of spanning rooted oriented forests on X'.

— A given forest: elements of F are denoted by ¢ € JF, which can also be seen as subsets
of £.

— Roots: given ¢ € F, p(¢) denotes the set of the roots of the trees constituting ¢.
— Tree associated with a given vertex: given = in X and ¢ € F we denote by 7,(z) the
unique tree in ¢ that covers =. We write p(7,(z)) = {} when 74(x) is rooted at x.
o Matrix
— Square matrices space: the space of square matrices with n columns and n rows is
denoted by M, ..

— Restriction of a matrix: given a matrix M € M,,,, with elements z;’s in X, for any
subset A of X', [M] 4 stands for the matrix M restricted to its elements doubly indexed in
A.

— Determinants: det 4(M) will denote the determinant of the matrix obtained from M
by removing all the lines and columns with indexes outside A C X, i.e., det4(M) =
det([M]4).



o Random walks

— Markov processes and discrete skeletons: X and Y will denote Markov processes on
the spaces X and ), respectively. X and Y will denote some associated discrete-time
Markov chains.

— Generators: L and L denote the generators of the Markov processes X and Y respec-
tively. For a given subset A of X', L 4 stands for the generator of the Markov process X
restricted to the component A. While £4 denotes the trace of the process Y on some
fixed subset A of ).

2 Background material

2.1 On loop-erased trajectories

We introduce here a slightly more general setting than in Section 1.2.
Let Y be a Markov process on a finite state space ). Assume Y is irreducible with generator given by

(LHW) = oy, 2)f() = fW), ye, (2.1)
z€y
with f : ) — R arbitrary and {a(y, 2) € [0,4+00] : (y,2) € Y x Y} a given collection of
non-negative transition rates. Let

a(y) = Z a(y, z) € [0, 00. (2.2)
zeY\{y}

Let B be a subset of ) such that
lyeV:aly)=+oo} CBCY, (2.3)

so that, a(y) < oo forany y € B¢ := Y \ B, the complement of B in ).

Denote by v(B, 1) = (yo, - - -, y;) a self-avoiding path of [ + 1 points and length [ such that y; € B¢
fore =0,...,l —1andy, € B.Fory, € B let P, the law of the random walk ¥~ when starting
from yy. Denote by I'p a random trajectory obtained from Y under P, as follows. Stop the walk Y
when it enters the set B for the first time and erase all its loops. After this procedure, we are left with
a self-avoiding trajectory of variable length. In the next proposition we compute the probability that I' 5
equals a given trajectory (B, [) of length [. To simplify the proof, we use the discrete skeleton of the
Markov process Y on B¢. This justify the following definitions.

Set

X = < 2.4
& := max a(y) < oo, (2.4)

and let 15 € M, m, Withm = |Y| be the transition matrix identified by the entries

0y 2 ify € B
. aly, z)/a if 2#yandy € B,
By.2)=q O / 25
1- Z ply,x) ify=z¢€ B
zeV\{y}

Such a matrix ]5 is a Markovian transition matrix for a discrete-time random walk }Af on ). In particular,
for an arbitrary function f, by construction we have that

~

(LN)(y) = (@(P = 1)f)(y), forally € B*. (2.6)



We are in shape to prove the claimed proposition, by using a nice independence argument we learned
from Laurent Tournier [17].

Proposition 2.1. (Marchal [12]) Consider the random walk Y on ) with generator L as in (2.1). Fix
Yo € B°. Then, under Py,

-1

Pyo (FB = ’Y(Bv l)) = HOé(yz', yi+1)

=0

deth\{yo,---,yzfl} (_‘C)
deth(—ﬁ) ’

2.7)
with the matrix notation according to Section 1.3.3 and (B, 1) = (yo, - .., y;) a self-avoiding path of
length | such thaty; € B¢ fort =0,...,l —1andy, € B.

Proof. For the discrete chain }Af let TJg and TB be the first return time to ¥, and the hitting time of B,
respectively. More precisely, T;g = inf{k >1: Vi = Yo} and Ty = inf{k >0 : Y € B}. Note
that by definition of 'z, we have that

Py (T =BT < Ti) = Py (T = 7(B,1))..

Yo

As a consequence, we can write:

Py (T = (B,0) = Py, (Tp = 4(B.OIT: < T) By, (T < Ti)

+ Pyo (FB = ’y(B,l),Ty—g > TB)

. . (2.8)
= Py, I'p =7(B,1)) Py, (Tng < TB)
+ Py (T =2(B,0), T, > T).
It follows from (2.8) that
Py, (Co = 2(B,0), T} > Tp)
Py, (g =~(B,1)) = (2.9)

Pyo (Ty'g > TB>

Denote by I,,(7) the local time Y spends at y, before entering B, and by [P]z- the matrix P
restricted to B¢, then

1 . .
) = Byyllyo(Te)] = [PV (v, 90)

k>0

Py (T > T

(2.10)

~

~ _ deth\{ }(]1 — P)
- ]l - P c 1 y = Yo — ,
(1= Pla) (0. 30) = = 20T

where the last equality follows by Cramer’s formula for an inverse matrix.

On the other hand, for the numerator in the r.h.s. of equation (2.9), we can write

Py, (FB = Wo, .-, y). T, > TB> = 50, ¥1) Py (Cuger = Wi, 9)) - (2.11)



By plugging (2.10) and (2.11) into (2.9), and iterating, we have that

~

detgeyy0) (1 — P)

Py, (Tp = (B, 1)) =p(y0, y1) Py, (Trugyey = W1, -, 90)) detge(1 — P)
B¢ -

) detge\tyo.n 3 (1 — P)
== Hp(yi7 yi+1) Mooy} ~
. deth(]l — P)

deth\{yov---,yzfl}(_E/a)
deth (—,C/O_é)

-1
=a"" H a(Yi, Yit1)
i=0

-1

= 0‘(% yi+1)
i=0

detpe\fyo,..om 1} (=£)
detpe(—=L)

2.2 Wilson’s algorithm

We introduce here the algorithm due to Wilson and Propp [15] which allow us to sample the measure
(1.10). First, we extend the Markov process X defined through (1.1) on X" to a Markov process X on
the space X = X U {A} by interpreting A as an absorbing state and by adding some killing rates.
Consider the space X, with |X'| = n. Assume a collection of killing rates {¢(z) € [0,00] : © € X'}
is given, and let () be the diagonal matrix in M., ., defined by (Q);; := ¢(x;) with z; € X for

1 =1,...,n. Consider the Markov process X on the finite state space X with generator given by
L + A) — , ifr e X,
(Lf)(z) = { (Lf)(z) Q<xg[f( ) — f()] ifﬁ N (2.12)

with f : X — R arbitrary, and L defined in (1.1). In particular, the matrix —£ associated with the
generator in (2.12) satisfies
[—L]x =Q — L. (2.13)

Next, we describe the algorithm. For any A C X, note that, due to irreducibility, 74 := inf{t > 0 :
X; € A} is ass. finite.

Definition 2.2. (Wilson’s algorithm)
1 Start the process X from any point x1 € X until it reaches the absorbing state /\.

2 Erase all the loops of the trajectory described by X up to time Ta. Callv1(A) this self-avoiding
trajectory. (y1(A) is such that A € v1(A).)

3 If v1(A) covers the whole X stop, else pick any point 15 € XN\ {n(A)}, with {71(A)}
denoting the set of points covered by 1 (A). Start the process X from x5 until it hits the set

{n(A)}-

4 Erase all the loops of the trajectory described by X starting from x5 up to time T, (a)y. Call
v2(A) this self-avoiding trajectory.

5 If Ui—1 2{7i(A)} = X stop, else pick any point 3 € X \ Ui—12{7i(A)}. Start the process
X from x4 until it hits the set U;—1 2{7i(A)}.

6 lterate until X is covered.



Denote by 73 the set of spanning oriented trees on X rooted at A. This algorithm produces in finite
time an element 7 of 75. As a corollary of Proposition 2.1, we can easily compute the probability that
the algorithm produces a given 7 € 7.

Corollary 2.3. FixatreeT € Ty. LetOp(t) :== {e € 7 : € € {A} U S} be the set of edges in T
connected to the root A (possibly via the edges with infinite rate from S to A). Denote by P(Wil = )
the probability that Wilson’s algorithm produces the tree 7. Then

I @ I wee

e€dp(r) e€r\9p(7)

P(Wil = 1) —
(Wil =7) detns(—L)

(2.14)

Proof. Recall the notation in Proposition 2.1. Set Y = X = X U {A} and Y = X. Start with
B = {A} U S. By the definition of the algorithm, the proof follows by iterating the formula in equation
(2.7) where at each iteration we set the right B according to the given tree 7. Whatever the choice of
starting points in Wilson algorithm we get the same result. O

We conclude this section by observing that there exists a natural bijection between F and 7. Indeed,
given ¢ € F,let 7(¢) be the unique element in 73 obtained from ¢ by adding all the edges connecting
the roots in ¢ to A, i.e. add all edges e such that e € p(¢) and @ = A. Vice versa, given 7 € T,
by removing all edges ¢ € dp(7) we can identify a unique element ¢ € F. This simple observation
together with Corollary 2.3 allow us to sample the measure in (1.10) using Wilson’s algorithm.

3 Results

This section is the bulk of the paper containing our main theorems. Each subsection is devoted to
some new results relating the Markov chain X to the law of the forest at the core of our investigation.

3.1 The forest and its roots

We start here to analyze the measure introduced in (1.10) on the space JF of spanning rooted oriented
forests on X'. We compute the partition function, we identify the distribution of the number of roots in
the standard case and we prove that the roots process is a determinantal one.

Theorem 3.1. (Partition function and spectrum) Assume a collection of killing rates {q(x) €
[0,00] : & € X'} is given, and let () be the diagonal matrix in M., x,, defined by (Q);; := q(x;) with
x; € X fori =1,...,n. Letvg the probability measure on F in (1.10). Then

ZQ = det/y\s(Q — L), (31)
and, recalling the notation from Section 2.2,
vo(¢) = P(Wil = 7(¢)). (3.2)

In the case q(:c) = q > 0, we recover the standard probability measure in (1.7), and the standard
partition function in (1.6) satisfies

Z(q) = x(q), (3.3)



Figure 1: Samples from v, for ¢ = .001 on the two-dimensional 512 x 512 torus with uniform rates
equal to 1 between nearest neighbours for the first picture and, for the second picture, with an ad-
ditional northward drift, such that w(x,y) = 1.2 if y is the northern nearest neighbour of z and
w(x,y) = 1 otherwise. The third picture is a sample from v, for the same ¢ = .001 on the 987 x 610
rectangular grid and for Metropolis random walk in a Browian sheet potential V/, i.e., nearest neighbour
rates are given by w(z,y) = exp{—8[V (y) — V(z)]+} with 5 = .04 and V is the restriction to the
grid of a Brownian sheet with 0 value on the west and north sides of the box. In each picture different
blue levels are assigned to points in different trees, cyan lines separate neighbouring trees, and the
forest roots are at the centers of red diamonds.
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where 1, is the characteristic polynomial of L, i.e.

n—1 n—1

Z(q) = [J(a+ ) =a[J(a+N). (3.4)

=0 i=1

where the \;’s are the eigenvalues of — L ordered by non-decreasing real part. When R # () and
q > 0, we have that

Zr(q) = X(£1ge (@) (3.5)
with X (] .. being the characteristic polynomial of the sub-Markovian generator of the process killed in
R.

Remark: This kind of results goes back to Kirchhoff [9]. Here we include the non-reversible case and
stress the dependence in q.

Proof. As observed in the previous section, for each forest ¢ € F there is a unique 7(¢) € 7. By
Corollary 2.3 we then have that

IT @ IT we

e€dp(T) e€T\9p(T) _ wq (¢)
detng(—L) detaxs(Q — L)

By summing over all ¢ € F we immediately get (3.1). In fact,

Zq = Z wo(¢) = detx\s(Q — L) Z P(Wil = 7(¢)) = detay\s(Q — L).

PeF peF

P(Wil = 7(6)) =

Moreover, if ¢(x) = ¢ > 0,then @ = g1l and Z(q) = det[ql — L] = x1(q). O

In the standard case, an immediate consequence of Theorem 3.1 is a characterization of the law of
the cardinality of the set of roots.

Corollary 3.2. (Root number distribution) Assume the standard case q(x) = q > 0 and that L
has real spectrum. Let N be a sum of n independent Bernoulli random variables with parameters
q/(q + \;). Under the probability measure PP, the random variable |p(®)| counting the number of
roots (or equivalently, of trees) in ® has the same law as N .

Proof. Observe that the coefficient of degree k in

Z(q) = _q"w(¢)
o]

is the total weight of the set of forest with exactly % roots. Since Z(q) = [[,(¢ + \i) we get,

2@ =k = 3w = ([[a+n) & 3 [Ix
Z(q)

GEF:|p(o)|=k i=0 IeP[n—k] i€l

_ Ai ) ( q )
[€P[n—k) [g (q+)"' | ]lg q+ A
— q L4 ) ’
JEZP:[k} LI;IJ <Q+>‘J’) g( q+ A

where P|[k| stands for the set of all possible k elements of the set {0, 1,...,n — 1}. O
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Remark: When the spectrum of L does contain a non-real part, one can still compute the law of
|p(®)| and get the same algebraic expressions in terms of the eigenvalues. One can also compute
momenta by differentiating with respect to g the logarithm of the partition function. In particular, the
mean value and the variance are given by

E,[|o(®)[] = 7 (3.6)
— g ¢\’
Var, (|p(®)]) = - ( ) . @)
! —~q+A \gt+A

We note however that the contribution of the imaginary part of the eigenvalues can make uneasy the
comparison between variance and mean value, at least for small values of g. This is the reason why,
when dealing with the question of getting samples with a number of roots that approximates a given
m < n, we will restrict ourselves to the real spectrum case.

Next, we prove that under P, the set of roots p(®) \ S is a determinantal process as suggested after
[4] by the previous result. This is the content of Theorem 3.4 for which we will present an algebraic
and a probabilistic proof.

Let us first show a simple lemma. Consider the Markov process X on X=xU {A} defined via its
generator in (2.12). Let T be the hitting time of {A}. Denote by X (T ) the last point visited by
the process X before time TA.

Let K be the transition matrix defined by
K(z,y) = P.(X(Ta_) =vy), forz,y € X\S. (3.8)
This transition kernel can also be expressed in terms of Green’s functions:

Lemma3.3. Forx,y € X \ S, let

Galz,y) == E[ly(Ta)] = (Q — L) '(z,y) (3.9)

be the Green'’s function of the process X on the subspace X \ S. Then

K(z,y) = Gal,y)q(y)- (3.10)
Proof. We use the notation of Section 2.1 to work in time. Set Y = X, Y = X, B = {A} and write
K(z,y) = Po(X(Ta =D P(Y(k=1) =y Ta=k)
k>1
_ _ A oay)
=D PeV(k—1) =y, Ta <k = D)i(y, &) = Eu[ly(Ta)| =25 = Galw,y)a(y).
E>1
O

Note that, in the standard case ¢(z) = ¢ > 0, we can write
K(z,y) = P.(X(T,) =vy), forz,y€ X, (3.11)

with 7}, being an independent exponential random variable of parameter g. In particular, if Gq(x, y) =
E,[l,(T,)] is the Green’s function up to time 7, then

K(z,y) = qGq(x,y) = q(ql — L) (2, y). (3.12)

12



Theorem 3.4. (Determinantal roots) Under v, with finite killing rates (i.e. S = (), the set of roots in
¢ is a determinantal process with kernel K defined in (3.8). Equivalently, forany A C X':

]PQ (A Cp ((I))) = detA(K).
More generally, if S # 0, p(®) \ S is still a determinantal process on X \ S with kernel K, that is:
Po(AC p(P)\S) =deta(K), foranyAC X\ S. (3.13)

Proof. (Algebraic proof of Thm 3.4) Assume first S = (). Consider a set A C X with | A| = r of the
form A = {x1, 2, . .., z, }. By choosing the different points in A as starting point at each iteration in
Wilson’s algorithm, by (2.7), we get

det{xl}c (Q — L) det{th}c(Q — L)

q(r2)

]P)Q ({1’1,1'2, T >xr} C p((I))) = q(xl)

det/y(Q — L) det{ml}c (Q — L)
det4c(Q — L) det4c(Q — L)
A — sy [Hq ] detx(Q — L)
B det4c(Q — L)
= —detX<Q — L) detA(Q).
(3.14)
In case A = X, the claim is straightforward since equation (3.14) reads
det _
Po (p () =) = 150 P det (@ - 1)) det(@) = det ((Q — 1)),

and the r.h.s. equals det(K’) due to Lemma 3.3.
Incase A C X, we can use the Schur complement (see (A.15) in Appendix A.2) to show that

detAc (Q — L)
det)((Q — L)

Therefore, from equation (3.14), we have that
Po ({z1, 22, 20} C p(P)) = deta((Q—L)™")deta(Q) = deta((Q— L)™' Q) = deta(K),

where the second to the last equality is justified because () is a diagonal matrix and the last equality
follows from (3.10).

= dety ((Q — L)_l) .

When S # (), the proof is the same. We just have to subtract from the various considered sets. O

Proof. (Probabilistic proof of Thm 3.4) To avoid a heavy notation, we consider only the case S = ).
Starting from the Markov process X and the killing rates ¢(x), we construct two different absorbing
states A4 and A 4c accessible from the set A and A€, respectively. Set Y = X U {A4, Aac}. Let
Y be the Markov process with generator

(L) (@) = (L) (@) + q(2) Lzeay [f(Aa) — f(2)]
+ q(2) Lpeacy [f(Aue) — f(x)], ifxe i,

and (Lf)(z) =0ifx € {As, Asc}with f: Y — Rand Lasin (1.1).

Next, consider the subspace A= AU {A4, Ape} C V. Let Y4 be the Markov process with
state space A obtained as the trace of the process Y on A. Let us remark two features of Wilson’s
algorithm. First, Wilson’s algorithm can be extended to the case of a state space with more than one

(3.15)
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absorbing state. In this case it produces a rooted spanning forest instead of a tree. Second, Wilson’s
algorithm is uniquely determined once we fix a state space with some absorbing set and a Markov
generator. These observations justify the following definitions. Let D be the set of ending points of
the edges starting from A after running Wilson algorithm on X with absorbing state A and generator
L. Similarly let D’ associated in the same way with A, when Wilson’s algorithm is run on A with
absorbing set {A 4, A 4c } and generator £4. Observe at this point that

P(A C p(®)) =P(D = {A}) =P(D" = {A4}),

and, by using Proposition 2.1, compute

P(ACp(®)=P(D' ={As}) = o oea q(i) £
CCaasa. ™
_ _detu(@) A (3.16)
G (([£1,)) w0

= dety <G?AA7AAC}> detA(Q)u

where G?AA AAC}(x, y) denotes the Green’s function of the process YZ stopped when entering the
absorbing states { A 4, A 4c }. Note now that for z,y € A,

G?AA,AAC}(% y) = G%)AA,AAC}(% y) = GfA}(xa y) (3.17)

witfl X=XxU {A} and GfA} being the Green’s function of the process X in (2.12). Finally, since

GfA} (r,y) = (Q — L) !(x,y) for z,y € X, the claim follows by combining equations (3.16) and
(3.17). O

Figure 2: On the one-dimensional torus our determinantal process is distributed like a simple gas
of particles with a repulsive “nearest-neighbour two-body interaction” that is quite easily detected by
comparison with a Bernoulli product measure. Here are samples of our roots set (first line of each
picture) and of the product measure (second line) with exactly 6, 12, 18, 24, 30, 36, 42, 48, 54 and 60
roots or points, respectively.
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Figure 3: On the two dimensional torus, the difference between the law of our roots set and that of
a Bernoulli product measure is far too subtle to be detected on a single sample. Walking away from
translation invariant models, we can find much more correlations. Here are pictures of a sample on
the two-dimensional torus with uniform rates equal to 1 and ¢ = .002 (on the left), and of a sample
associated with the Metropolis random walk on the square grid in a Brownian sheet potential with
inverse temperature 3 = .16 and extinction rate ¢ = 10~ (on the right).

3.2 Hitting times of the set of roots

In this section we answer the question raised in the introductory Section 1.1. To this end, we focus on
hitting times of a given subset R C X, i.e., Tg := inf{t > 0 : X; € R}. In Appendix A.2, Lemma
A.3, we derive, in terms of our measures, a result originally due to Freidlin and Wentzell, see Lemma
3.3 in [6], which allows to give a formula for F,[Tg]. In this section, with the help of Lemma A.3, we
compute the expectation E,[Tr] when R is the set of roots sampled from v, or P,(+||p(®)| = m)
for any given m.

Theorem 3.5. (Hitting-time formulas) Let vy be the forest probability measure defined in (1.10).
Then, forany x € X,

Eq [E: [Tiw]] = ) @ [Pq (p (Ta(2)) = {y}) — Po(p(®) = {y})], (3.18)

with 1o () being the unique tree in ® containing x. In the standard case, q(x) = q > 0, equation

(3.18) reduces to
n—1
A
1-— . (3.19)
( i1 4 )"'>

Ey [Ex [Ty@)] | 1p(®)| =m] = =) (3.20)

E, (B [Tyw]] = ~ L= P (1o(®)] = 1] -

Moreover, form < n andanyx € X,
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Remark: Notice, that the r.h.s. in (3.20) can simply be expressed as the ratio between two successive
coefficients of the characteristic polynomial of the generator L.

Proof. Observe first that under 1/, the probability of sampling a given set R C X as set of roots can
be written as

2gp(e)=r WQ(P) _ Zg(0)
ZqQ ZqQ
with Z(0) as in (1.12). By using equation (3.21) together with (A.17), we have that

Po(p(®) = R) = det p\s(Q), (3.21)

Eq(E:(Tya))] = > Po(p(®) = R)E,[T4]

RAD
d detnsl@ s~ 5
S w(®)
R#0: ROS YER ¢:p(14(2))={y},

p(¢)=RU{y}

_ 1 wq(¢)
B Z 2 Z (3.22)

Y¢S R#D: RDS ¢:p(74(z))={y}, q(y)
RZy  p(¢)=RU{y}

:_Z 3 wo(P) 3 wo(¢)

y¢s o=ty 1Y o2 W)

= Z 75(2)) = {y}) = Po(p(®) = {y})].

yés

The restriction of summing over y ¢ S can be removed, since 1/¢(y) = 0 for y € S. Hence (3.18)
holds and (3.19) readily follows when ¢(x) = ¢ > 0. The proof of (3.20) follows by an analogous
computation. O

Note that the r.h.s. of (3.19) and (3.20) is uniform in the starting point x. This latter observation allows
to answer the questions in the introduction. In fact, no matter of the geometry of the graph and the
weights we are considering, we can take random subsets R = p(®) with law P,(-||p(®)| = m) and
the formula in equation (3.20) says that the hitting times do not dependent on the starting point z.

To practically obtain a sample from v, with approximately m < n roots when L has only real eigen-
values, one can use Wilson’s algorithm and play with the parameter g as follows (see Figure 4). If g is
such that

n—1

q
> =m, (3.23)
prl B

one has an expected number of m roots with fluctuations of order y/m or smaller (see Corollary 3.2).
In principle one should compute the eigenvalues of L, which is in general difficult for large n, and then
solve equation (3.23) in ¢g. To overcome this obstacle, a possible alternative procedure is the following:

1 Start with any positive ¢ and run Wilson’s algorithm with this parameter to get a sample from v,
with a certain number 7 of roots.

2 Replace ¢ by ¢ * m/r and run again Wilson’s algorithm with this new parameter to get a new
sample with another number of roots, say r again.

3 lterate the previous step until a sample with 7 roots satisfyingm — 2v/m < r < m+ 2y/m s
obtained.
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As a matter of fact, ¢ — gm/ >, q/(q + X;) rapidly converges to the solution of (3.23), hence the
algorithm rapidly reaches an end. Since we believe this procedure to be quite far from an optimal one,
we are only sketchy on this point.

Figure 4. We sampled approximatively 100000, 10000, 1000 and 100 roots on the 512 x 512 grid
for the random walk in a Brownian sheet potential with inverse temperature 5 = .04 by following the
procedure described in Section 3.2. We obtained 100443, 10032, 1042 and 111 roots in 8, 6, 6 and 8
iterations, respectively.

We conclude this section with an estimate on the mean hitting times above when taking the maximum
over the starting points x.

Proposition 3.6. (Max hitting-time estimates) Under the standard measure v,, the following bound
holds

E, [mawa[Tp@)}]sl[Eqnp(@)n—m(\p(@)\=1>J=§(i =

zeX q g+ tlg+h )
(3.24)
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Furthermore, for any k < n, we have the estimate

(m + VP, (Ip(@)| = m + 1)
Py (lp(@) =m)

Proof. As we remarked before, Wilson’s algorithm works also when considering more than one ab-
sorbing state. Denote by T}%’V” the running time of Wilson’s algorithm (i.e. the total running time of the
loop erased random walks needed to cover the whole graph) when the absorbing states form a non-

empty subset I? of X’ (this amounts to sample v ). It can be shown (see e.g. [12], Proposition 1) that
1
values of the operator [L] g, the sub-Markovian generator associated with the process absorbed in

R'. Note at this point that we can overestimate the |.h.s. of (3.24) by the expectation of T%g. Hence,

using (3.5) and looking at the coefficient of degree 1 in Zz(q),

E, (max B, [Tya)] | [p(®)] =m| < (3.25)

the mean running time can be expressed in spectral terms as Zyjo_l with \; r being the eigen-

lo(®)|-1 1 |R|-1
E E, [T <E,[TVi] =F "
! [Ia?ea% : ’)(@)]} < [Tow] =5, ; Npto) | Z Z A
Wq,r (¢
) S
R;«é@ op@ORp@®I=R+1
Z > 2 ") (3.26)
k L R:|R|=k ¢:p(¢)DR,|p(¢)|=k+1
Z Z wy(¢)(k + 1)
q \ k+1
1 )I
and the latter equals the r.h.s. of (3.24). The bounds in (3.25) follows by a similar argument. O

Remark: We expect these estimates to be good either when ¢ is very small or very large, or when m
is close to 1 or n. Improving them in the intermediate regime seems a challenging problem we were
not able to solve.

3.3 Re-reading Micchelli-Willoughby proof

Throughout this section we work with the Markov process X on X in (1.1), under the assumption that
X is reversible with respect to some probability measure |1 on X, i.e., L is a self-adjoint operator in
1%(11) endowed with the inner product

=Y () f(z)g(x). (3.27)

zeX

For R C X, possibly R = (), we turn the points of R into “absorbing points” by adding infinite
weight edges towards a cemetery A and we assume the resulting Markov process with sub-Markovian

"This running time is actually independent of the obtained sample and its law is the same as that of a sum of independent
exponential variables with parameters \; r when these eigenvalues are real. The same holds in the case of complex
eigenvalues by defining “the sum of exponential variables” through its Laplace transform and the same algebraic formula
as in the real case.
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generator [L] g to be irreducible. We denote by Ao p < A1 g < -+ < Ny g, withl = n — |R|,
the eigenvalues of [— L] ., and following [3, 5, 14], we define, for each = in R°, a sequence of local
equilibria by setting

Vg = O (3.28)
Llge + A
Vi1 = Vif”ik%, 1<k<Ii-1. (3.29)

Theorem 3.2 in [13] is a statement on symmetric matrices that in our setting can be stated as follows.

Theorem 3.7. (Micchelli and Willoughby [13]) Fix an arbitrary x € X, for all k < [, v} in equation
(3.28) is a non-negative measure.

In this section we give a proof of this theorem following the key steps of Micchelli and Willoughby’s
algebraic proof, however, unlike the original proof, we develop probabilistic or combinatorial arguments.

Before starting the proof we note, following [14], that equation (3.29) can be rewritten as
Ve lLlre = Ak r(Vi—1 — i), (3.30)

which gives the following interpretation. The process leaves the measure, or “state”, v at rate A\ r to
be absorbed in 1 or to decay into v/{_;. Provided that v;’ and v};_, are indeed non-negative measures,
this can be turned into a rigorous mathematical statement [12]. Then, by looking at the different decay
times up to an exponential time 7, that is independent from the process, and by observing that, by
Hamilton-Cayley theorem, the process leaves the state 1 at rate Ao r only to be absorbed in R, we
get, for all z and y in R¢,

q AN-1,R q
P.(X(T,NTg) =y) =——1" + : v
( ( q R) y) q + )\l—l,R 1 1<y> q + )\l—l,R q _'_ )\l—27R 1 2(y>
AN—1.R A2.R q z
+ -+ : ce ’ 1% 3.31
¢+Nar  qFArqgtAg ) (3.31)
)\l—l,R )\1,R q z
~ (y).

. . V
¢+Nar  qFMrRqF Mg O

The left hand side in (3.31) is the probability to have p(74(x)) = {y} when ¢ is sampled from v, g.
Then, multiplying by Zr(q) = [[.(¢ + Ai,r) (recall (3.5)), dividing by ¢, and denoting the result by
Wg(q)(x,y), we can rewrite (3.31) as

Wr(q)(z,y) = Zgr(q)[ql — Lz (z,y) (3.32)

q\0(¢)\—|R\w(¢) (3.33)

¢: p(7e(x))={y}
p(9)2R

)2
= (¢+Xor) (¢+ N—2r)V 1 (y)
+(q + Ao,r) - (¢ + N3 r)Ni-1,RV 5 (Y)
-+ (g + Xor)Ni—1,rRNi—2,r - - - A2,rVT (V)
+Ac1r e ALryy (). (3.34)

| =

Next, by density and continuity, we can restrict ourselves to the case of distinct eigenvalues, and
equation (3.34) suggests, for £ < [, the following relation for the divided differences (see Definition
A.23 in Appendix A.3) of Wg:

-1

Wrl=Xos -5 =Merl (@) = Mcvr - Mernrvh = 60 [ (Zlre + Aig), (3.35)

i=k+1
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that is
-1

Wrl=Xor - —Aerl = [[ (Llre + Aig)- (3.36)
i=k+1
We can now start to follow the main steps of Micchelli and Willoughby’s proof.

Step 1: Checking equation (3.36).

We simply use Definition A.22 and spectral decomposition. With p; being the right eigenvector associ-
ated with \; g, and, for any measure v, (ju;, ) = > o5 pi(2)v(z)/p(z), we have, recalling (3.32),
for any ¢,

n—1
vWr(q) =) (i, v) H(q + AR (3.37)
i=1 i#]
This gives
k ko 1-1
vWa(=Arr) [li;(Nin = Aty
vWe[=XoRr--- s —Aer] = ’ = {pj, vy =22
R[ o ’ R] Tz_% Hm;ﬁr()\mﬁR )\T’ R) TZ:; j=1 ’ Hm;ﬁr()\myR )\T’,R)
k k -1
Hz;ﬁ <)\z R )\r R)r
= <:u7’v V) . : = <,ur> V> ()‘z R )‘nR):“T’
r=0 Hm?ér()\m’R a )\T’R) TZ:; z:];—[i-l
-1 -1 -1
=D (1) H (Ai.r = ArR)ptr = Vv ([L]Re + Air)
r=0 i=k+1 i=k+1

(3.38)
and equation (3.36) readily follows.

Step 2: A combinatorial identity.
The key point of the proof lies in the following lemma.

Lemma3.8. Foranyx # yinX \ R,

Wr(a)(x,y) = w(z,y) Zrogay (@) + > w@ ) Waigey (@) (2, 2)w(2',y) (3.39)
z,2'€X\(RU{z,y})

In addition one has
Wr(q)(z,2) = Zrugay(q). (3.40)

Proof. Let us first consider the case = # y. Due to (3.33), we have that

Welg)(x,y) = > ¢"OI 1y (g) (3.41)
é: p(7y(z))={y}
p(¢)2R
We also have
Zropap(@ = D, d" () (3.42)
¢":p(¢") 2RU{z,y}
and
Win@(=) =0 3 g = 3T ),
¢": p(Tyr (2))={2"} ¢": p(rym (2))={2"}
p(¢)2RU{z,y} p(¢)2RU{z,y}

(3.43)
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Next, define for each ¢ in (3.41), ¢' = ¢ \ {(z,y)} if (z,y) belongs to ¢, and ¢" = ¢ \
{(z,2); (#,y)} if  is connected in ¢ to y through z and 2’ (possibly with z = 2’) in such a way
that (z, z) and (z/, y) belong to ¢. Finally, by observing that |p(¢')| = |p(¢)| + 1 and |p(¢")| =
|p(@)| + 2, (3.39) is obtained from (3.41), (3.42) and (3.43). Then, equation (3.40) follows from (3.41)
fory =z & R. O

Step 3: Conclusion by induction with Cauchy interlacement theorem.
For [ > 0, let P[l] be the following statement:

Forall R C X suchthat |R| = [, forall L > [, forall § > & > -+ > £, such that
& > —Npforalli <l forallk < L,andforall z,y € R:

Wrlco, - ... &l(z,y) > 0. (3.44)

We can proceed inductively to show that P[{] holds.

For [ = 0, 1, the claim is obvious. Fix [ > 2. In the case x = y, the inductive hypothesis is unneces-
sary. Indeed, from (3.40), one has

Wrl€o, -, &l(#, ) = Zrugy[o, - - &kl (3.45)

Then note that, by Cauchy interlacement theorem, §; > —A\; g implies that §; > —A\; pufay for
1 < [ — 1, and hence, by Lemma A.7, we get

When = # y, P]l] follows in the same way by using (3.39) and the inductive hypothesis.

We can finally conclude the proof of Theorem 3.7. It suffices to apply the claim with §; = —A; g for all
1 < [ and recall (3.36) or (3.35).

3.4 Coalescence and fragmentation processes

In this section we present two coalescence and fragmentation processes closely related with our forest
measures.

3.4.1 Coupling the forest measures for different values of q.

To build the first process, we couple all the 1/,'s together for different ¢’s. This coupling can be seen as
a coalescence and fragmentation process when ¢ decreases to 0 and ¢ = 1/q is thought as time.

We make use of Wilson’s original representation of his algorithm with “site-indexed random paths”.
Assume that, to each site of the graph, is attached an infinite list/collection of arrows pointing towards
one neighbour, and that these arrows are independently distributed according to the discrete skeleton
transition probabilities. In other words, an arrow, pointing towards the neighbour y of a site x, appears
at each level in the list associated with 2 with probability w(x, y) /w (in this context, we set w(x, x) =
w — Zy# w(z,y), and consider x itself as one of its possible neighbours). Imagine that each list of
arrows attached to a site is piled down in such a way that it make sense to talk of an infinite stack with
an arrow on the top of this stack. By using this representation, one can generate the random walk on
the graph as follows. At each jump time, the random walk steps to the neighbour pointed by the arrow
on the top of the stack where the walker is sitting, and the top arrow is erased from the stack.

To describe Wilson’s algorithm one has to introduce a further ingredient: pointers to the absorbing
state A in each stack. Such a pointer should appear with probability ¢ /(w4 ¢) at each level in the list.
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One way to introduce it is by generating independent uniform random variables U together with each
original arrow in the stack, and by replacing the latter by a pointer to the absorbing state whenever
U < q/(w+q).

A possible description of Wilson’s algorithm is then the following.

i. Start with a particle on each site, particles and sites will be divided into active and frozen parti-
cles or sites and, at the beginning, all sites and particles are declared to be active.

i. Choose a particle among all the active ones and look at the arrow at the top of the stack it is
seated on. Call x the site where the particle is seated.

e If the arrow is the pointer towards A\, declare the particle to be frozen and site = as well.
e |f the arrow points towards another site y # x, remove the particle and keep the arrow.

e [f the arrow points to z itself, remove the arrow.

iii. Once again, choose a particle among all the active ones, look at the arrow on the top of the
stack it is seated on, and call « the site where the particle is seated.

e If the arrow points to A, the particle is declared to be frozen, and so are declared = and
all the sites eventually leading to x by following discovered top pile arrows paths.

e [f the arrow points to a frozen particle or site, remove the particle, keep the arrow, and
freeze site x as well as any site eventually leading to « by following discovered top pile
arrows paths.

e If the arrow points to an active, then there are two possibilities. By following the arrows
at the top of the stacks, we either reach a different active particle, or runs in a loop back
to x. In the former case, remove the chosen particle from site « and keep the discovered
arrow. In the latter, erase all the arrows along the loop and set an active particle on each
site of the loop. Note that this last case includes the possibility for the discovered arrow of
pointing to x itself, in which case, we just have to remove the discovered arrow.

iv. lterate the previous steps up to exhaustion of the active particles.

The crucial observation is that, no matter of the choice of the particles at the beginning of the steps,
when this algorithm stops, the same arrows are erased and the same spanning forest with a frozen
particle at each root is obtained. In particular, by choosing at each step the last encountered active
particle, or the same as in the previous step when we just erased a loop, we perform a simple loop-
erased random walk up to freezing.

Since v, is sampled in this way, and the same uniform variables U can be used for each g, this provides
a coupling among all the v,’s. By means of this coupling, one can actually sample v, starting from a
sample of v, for ¢ < ¢. Let us now explain this fact. Note first that, running this algorithm for sampling
Vg, One can reach at some point the final configuration obtained for v/, with the only difference that
some frozen particles of the final configuration obtained with parameter ¢ can still be active at this
intermediate step of the algorithm run with ¢'. It suffices, indeed, to choose the sequence of active
particles in the same way with both parameters. This is possible since each pointer to A in the stacks
with parameter ¢’ is associated with a pointer to A at the same level in the stacks with parameter g.
Thus we just have to replace some frozen particle of the configuration sampled with 1/, and continue
the algorithm with parameter ¢’ to sample v,. To do so, it suffices to declare active each frozen particle

at site « with probability
/II) A
v 4 ): { @X
w+q)  qlq +w)

/

q
p:P<U>_ p

w + q
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then, at the top of the stack set an arrow that points toward y with probability w(x, ) /w, and to keep
x frozen with probability 1 — p.

When ¢ continuously decreases, we obtain a coalescence-fragmentation process £ such that £(¢) is
distributed according to v/, at all time ¢, and in which each tree can fragment and partially coalesce
with the other trees of the forest. When a root of a tree turns active, the tree is eventually fragmented
into a forest, some trees of which being possibly “graftedén the previous frozen trees. It is worth noting
that, by (3.6), the mean number of trees is decreasing along this coalescence process &.

The previous observations show that we can sample the “finite dimensional distributions” of the pro-
cess, i.e. the law of (§(¢1),&(ta), ..., &(tk)) for any choice of 0 < t; < £y < --- < t;. We can
actually sample whole trajectories (£(t))o<t<r for any finite 7. In fact, note first that at each time
t = 1/q, the next frozen particle (or root) becoming active is uniformly distributed among all the roots,
and the time o when it “wakes upis such that the variable

1/o

v::u_)—l—l/a

(3.47)

has the law of the maximum of m independent uniform variables on [0, ¢/(w + q)), with m being the
number of roots at time ¢. Since, for all v < ¢/(w + q),

V has the same law as qU'/™ /(w0 + q), with U uniform on [0, 1). Using (3.47) we can then sample
o by setting

W+ q — qUY™ w+ (1—UY™)/t
o= =

= 3.49
qul/m wll/m ( )

Summing up, in order to sample the whole trajectory it suffices to proceed as follows once £ is sampled
at a given jump time ¢:

e Choose uniformly a root .
e Sample the next jump time o from a uniform random variable U on [0, 1), by using (3.49).

e Restart the algorithm with parameter 1/ by declaring active the particle in « and putting an
arrow to y with probability w(z, y) /w.

We conclude by observing that & “crossesélmost surely all the manifolds F,,, := {¢ € F : |p(¢)| =
m}. Indeed, by (3.6), it starts from F,, and reaches JF; almost surely, and, each time the number of
roots decreases, it does so by only 1 unit: when the “activated"tree fragments into trees that coalesce
only with the previously frozen ones. With T, = min{t > 0 : £(t) € F,.}, itis also simple to
sample £(75,,). We note however that £(75,,) is not distributed according to P(® € - | |[p(®)| = m).

3.4.2 Forest measures as invariant measures for coalescence and fragmentation processes

The other dynamics we want to mention is a simple variant of the tree random walk introduced in [1] to
prove the so called Markov chain tree theorem. For fixed g, the dynamics we now present is another
coalescence and fragmentation process for which the standard measure v, is the stationary probability
measure.

Remind that for a given forest ¢ € F and x € X', we denote by T¢($) the unique tree in ¢ containing
x, and note that if e € p(¢) then e ¢ ¢. Our dynamics can then be defined as follows. 1
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Figure 5: Snapshots of the coalescence and fragmentation process in Section 3.4.1 associated with a
simple random walk on the two-dimensional torus of size 512 x 512 at times ¢t = 1/¢ equal to 0, .5,
2,8,32,128,512, ...,524288. Roots are red, non-root vertices at the border of trees are cyan, other

vertices are in blue.
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524288 of the coalescence

5,2,8,32,128,512, ...,

’

=1/qequalto0
and fragmentation process on the square grid of size 512 x 512 for the random walk in a Brownian

sheet potential with inverse temperature (3

Figure 6: Snapshots at times ¢

.16.
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Figure 7: Numbers of trees as a function of time for the coalescence and fragmentation processes in
Figures 5 and 6 in loglog scale.
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Definition 3.9. (Forest Dynamics) Fix g € [O, oo). Let ) be the Markov process with state space F
characterized by the following generator acting on functions f : F — R:

(G (@) =D (e e)f(6°) — f(9)], (3.50)
eck

where the transition rate (¢, e) and the new state ¢° are defined as follows:

1 Ife € p(¢) ande ¢ 14(e), theny(¢p,e) = w(e,€) and ¢ = ¢ U {e}.

2 Ife € p(¢) ande € 14(e), theny(p,e) = w(e,€) and ¢¢ = pU{e} \ {€'}, with ¢’ being the
unique edge in ¢ such thate' = e.

3 Ife € ¢, theny(¢p,e) = qand ¢¢ = ¢ \ {e}.
4 v(p,b) = 0 else.

The rules corresponding to 1, 2 and 3 can be rephrased by saying that we add, swap and remove a
bond from the forest ¢, respectively. Notice that such a dynamics induces a non-conservative dynam-
ics on the set of roots. In particular, when transition 1 occurs, |p(¢¢)| = |p(¢)| — 1 and two trees
merge into one. On the other hand, when transition 3 occurs, |p(¢°)| = [p(4)| + 1 and the tree
containing e is fragmented into two trees where the new appearing root is at e. Transitions of type 2
produce a rearranging in one of the tree. They leave invariant the cardinality of the set of roots but the
location of the root in the modified tree is relocated at the vertex ¢/ = €.

Proposition 3.10. (Invariance) For all ¢ > 0 the measure w, in (1.8) is invariant for G in (3.50).

Proof. We need to show that for any ¢’ € F

Yo > w(d(de) =D w(d)(¢,e). (3.51)

GET ccE:ge=¢ ecE
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Indeed, (3.51) amounts to say that for any f : 7 — R

> we(@)G(@) =D we(d) > ¥, e)[f(¢°) = f(9)]

peF peEF ec&
=S S w@) Y 6 f(69) = 3 wy(d) Y A o) f (&)
¢'eEF peF ec&:pe=¢’ ¢'eF ec&
=> [ Z wi(8)1(re) - S w6, €)] £(&) = 0.
P'eEF  PEF ec&:pe= ec€

For a given ¢/ € F, we start by splitting the I.h.s. of (3.51) in the three terms corresponding to the
different transitions allowed by the dynamics in Definition 3.9 whenever y(¢, e) > 0.

Zzwq Zqu ¢’+Zzwq o, e)
PEF e€&:¢p= ¢’ ec&:pe= PP’ ec&:pe=

+ Z wq ):I+II+III.
&:10(0)|=|o(¢")] e€€:6°=

We can rewrite

1= w (¢ \{eDr(¢' \ {e}e) = > w (@) (¢, e), (3.52)
ecq’ ecqy’
= w@u{e@ufde= >  w@n@e g
c€p(¢/).2¢ 7, () cep(¢) ety (c)

and, denoting, for each ¢’ such that ¢’ € p(¢') and €’ € 7, (€’), by e the unique bond in the only one
cycle of ¢’ U {€'} suchthat e € p(¢'), with p = ¢’ \ {e} U {e'},

— _ / / /
Ep(d!), e €Ty (e!) ep(!), €Ty (e!)
Summing I, /1 and 111 together we then get (3.51). O

Remark: When ¢ = 0 we recover the Anantharam and Tsoukas dynamics and the proof of the
Markov chain tree theorem. Indeed, the standard forest measure restricted to spanning trees is the
invariant measure of the dynamics. Starting with a single tree, its roots follows a Markovian evolution
with generator L, so that, at equilibrium, in the long time limit we have

> sio(é)=1 WA Lip@)=ta})
2gilp(ey—1 W(P)

with 1 being the stationary distribution associated to L.

w(x) =

(3.55)

3.5 Two last observations on the roots distribution

We conclude with two last results concerning static properties of the standard measure v/,. The first
one concerns the “rooted partition” inherited from a forest sampled from 1,. We show, as a con-
sequence of the Markov chain tree theorem, that the roots are distributed according to the restricted
measures associated with the sampled partition, these restricted measures being the equilibrium mea-
sures of the restricted dynamics inside each component of the partition. Our last result concerns the
determinantal process p(®): its cumulants are given by a nice formula it is worth to notice.
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3.5.1 On the rooted partition sampled from the standard measure

For ¢ in F with roots x1, ..., x,, let us denote by P(¢) = {41, ..., A,,} the partition of X where
each component A; is the set of sites spanned by T¢(:)3,-). Since each component of the partition
comes with a special point corresponding to a root, we call rooted partition the pair (P(¢), p(¢)) We
note that for each A in P(¢), the restricted dynamics with generator

(Laf)(@) =Y w(z,y)lfly) = fx)], f:A=R, z€A, (3.56)

yeA

has only one irreducible component since each x in A is connected with the root. As a consequence
the restricted dynamics has a unique equilibrium measure which we call restricted measure (i 4. Note
that when L has a reversible equilibrium i = iy, then 14 is nothing but the equilibrium measure p
conditioned on A, i.e. g = pu(-|A).

Proposition 3.11. (Roots at restricted equilibrium) Fixm € {1,...,n}, then
=1

for any partition { Ay, ..., A} of X andany x; € A;, fori =1,...,m.

Proof. Foreachiin{l,...,m},letus call 7; the set of spanning trees of A;. For each 7; in 7;, define
wi(r;) = [Jw(e), (3.58)
ecT;

and for y; in A;, write p(7;) := {y;}, if y; is the root of the tree 7; € 7;. Compute

B, (p(0) = {1, 2} [P(0) = (A1, A))
P, (p(0) = {1, 2}, P(6) = (A, A}

Py(P(0) = {41, An})
_ q" Zneﬁ B 'ZrmeTm i wi(7i) Lip(r)={a:})

q 27167'1 DT [T wilm)
_ ﬁ 2 rier WilT) Lpero=ta)}
i=1 2, WilTi)

= H HA; ('TZ)7
=1

where the last equality follows by (3.55) applied to the restricted dynamics. O

Remark: When X is reversible with respect to a measure 1, this gives a way to build the associated
Gaussian free field with mass m = f that is the Gaussian process £ = (@)xex with covariance

matrix
a o (Glon) o (Keay
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Figure 8: A rooted partition with 50 roots (at the center of red diamonds) sampled for the Metropolis
random walk in a Brownian sheet potential on the 987 x 610 grid and with inverse temperature
(8 = .06. Blue levels depend on the potential: the lower the potential, the darker the blue. We see
that each root is distributed according to the restricted equilibrium of its own piece of the partition. See
also the first two pictures in Figure 1.

ﬂu

by successive sampling of the standard measure v,. Start from independent centered random vari-
ables (,, with variance pi(x), © € X, sample ¢ according to v,, call A(x) the set of vertices of 7, ()

and set C
b v

yGA(:p

Then the random field 5 has zero mean and covariance matrix I' and the rescaled partial sum
Yoy 5’/\/5 with 51 52 ..independent copies of 5 converges in law to £ as n goes to infinity.
Indeed, for each x and ¥ in X, &» and §, are centered and one computes

E[&4)] = %P (A(z) = Aly) e ; “q g;yp (A(@) = AW = 4) M} ik
(3.59)

On the other hand, following Wilson algorithm,

K(z,y) =P(y € p(®), A(x) - A(y))

= 3" P(A@) = Ay) = AP (y € p(®)| Al@) = Aly) = A)
= 3 P(A@) = A(y) = A >M
A>dx,y ( )

by combining it with (3.59), we conclude that

E[&4)] -

(3.60)
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3.5.2 Cumulants

Let us associate with our random forests ® with law /,, the random variables
Nz = 1{:{:6/}(@)}7 S X, (3.61)

note that they completely describe the roots process. For A = {x1,...,x;} C X with distinct x;s,
the cumulants of these random variables are defined by
k
oS
=1

These quantities are the so-called truncated correlation functions, that can also be recursively defined

by
07| = > ] #sm, (3.63)

€A TeP4 Bell

k

0
Ka(n) = K(Mays -3 Nay,) = W InE (3.62)

A=0

E

where P4 stands for the set of partitions of A.

The determinantal nature of the roots process makes its cumulants easy to compute. With A C X
and S4 being the permutation group on A, one has

117

T€EA

E =P(ACp(®) =deta(K) = > (-1)= [] K(z,0(x)). (3.64)

geSy z€EA

Making a cycle decomposition of each permutation in this sum and denoting by Cp the set of long
cycles on B C A, i.e. the set of cycles of length | B| in B, after some simple algebra, we get

an] = > 11 2 0P ] K o). (3.65)

€A IIeP4 Bell oeCp zeB

E

This identifies our cumulants through (3.63) and gives the following lemma.

Lemma 3.12. Forall A C X

ka(n) = (=) T Po(X(T,) = o(a)), (3.66)

ceCy x€A

where C 4 stands for the set of cycles of length | A| in A.

Remark: We cannot help making the following observation. In the case of uniformly equal weights
between nearest neighbours, for large ¢, (—1)/41='x4(n) behaves like the natural low temperature
partition function associated with an embedded travelling salesman problem. In this regime, on the
one hand, Wilson’s algorithm quickly provides perfect samples of the roots process and, on the other
hand, the cumulant is the expected value of some observable for the system made of n independent
copies of p(<I>) [16]. This suggests that one could find a practical way to estimate this low temperature
partition function and then solve the travelling salesman problem. Unfortunately, the corresponding
observable has an exponentially small probability to be different from 0 and consequently, it is in
reality impossible to estimate its mean in this way.
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A Appendix

A.1 Schur complement and trace process

Assume we have a Markov process Y on a finite state space ), with generator L given by

(LHW) = oy, 2)f() = fW), ye, (A1)

zey

with f : Y — R arbitrary and {a(y, z) € [0,+00) : (y,2) € Y x Y} agiven collection of non-
negative and finite transition rates. As in Section 2.1, let us denote by Y the discrete skeleton of the
random walk Y with Markovian transition matrix P.

Fix a subset A C Y with | A| = k and consider a new Markov chain Y4 with state space A obtained
as the trace of the process Y on A. In other words, Y4 is the random walk with transition matrix
PA € My, with entries

Pz y) = P(Y(T]) =y), forz,y€ A, (A.2)

where TX denotes the first return time in A of the chain Y.

Back to the continuous-time setting, denote by Y be the continuous-time version of V4 with jump
times given by exponential random variables of parameter

Q= max o < 00, A3
nax o(y) (A.3)

i.e. the process with generator R
LAY =a(Pt —1,). (A.4)

Equivalently, Y4 is the trace of the Markov process Y on A, namely, the process obtained by following
the trajectory of Y at infinite velocity outside A and without speeding up inside A.

Proposition A.1. (Schur complement and trace process) Given the Markov process Y on ) with
generator L, fix a subset A C Y with |A| = k. Let L* be the generator of the Markov process Y *
obtained as the trace of the process Y on A. Then, L* is the Schur complement of [L] o< in L, i.e.

LA =[L]a — [LlaaclL) 2 L] A a, (A.5)

with [L]a and [L] - being the sub-Markovian generator of the process killed outside A and A€,
respectively. In other words, [L] 4 and [L] - represent the operators obtained from the matrix repre-
sentation of L, by deleting the row and the columns indexed by sites outside A and A€, respectively.
Whereas [L] A,Ac and (L] 4c, 4 are the operators obtained from the matrix representation of L, by
keeping only those rates from A to A¢ and A to A, respectively.

Proof. Denote by [JS]A € Mys, the sub-Markovian matrix P restricted to A. Note that [JS]A is
different from P4. Due to (A.2), forany x,y € A, we can write

P (x,y) = play) + ) Blx,2) (Z[P]Zc(za Z’)) P2, y)

z,2'€A° k>0

) ) ) . A (A.6)
= [Plalw,y)+ D bl 2) (Lae = [Plac)  (2)0(9).
z,2'€AC
Subtracting 1 4 on both side of (A.6), we obtain that
R . A . -1
PA— 1 =[P — 14— [P—1]as ([P]Ac - ]1Ac> [P — 1] e . (A7)
We then get our result by multiplying both sides by a. O
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When ) contains an absorbing set B and A C B¢ we can do the same computation with the sub-
Markovian generator [£] < in place of L. For any x and y in A the mean local time in y starting from
x and before hitting B is the same for Y and the trace process Y4, i.e.

that is 1
1215, = (£4) ™" A9
More generally, one has the following definition and properties.

Definition A.2. (Schur complement) Let M be a2 x 2 block matrix in M, «,, of the form
A B

A.10
C D } ) (A.10)
where A € M and D € M y_i)x(n—k), for some k < n. The Schur complement of D in M is

defined as the matrix

|

Sy(D):=A— BD™'C. (A.11)
One can then check:
A B | | I BD! Su(D) 0 Iy 0 (A12)
C D| |0 I 0 D||D'C L]’ '
It follows that
det(M) = det(D)det (S (D)) (A.13)
and, as a generalization of (A.9),
-1 _ S]\/[(l))_1 —SM(D)BD_l
e { ~D'CSy(D) D'+ D 'CSy(D)BD" | (A.14)
In particular, from (A.14) and (A.13),
— _ _ det[c(M)
det; (M) = det (Su(D)™") = det(Su(D)) ™" = “det (M) (A.15)
with I = {1;---;k} and I = {k + 1;--- ;n}. This relation is used in the algebraic proof of

Theorem 3.4.

A.2 Lemma on hitting distributions and times

In this section we use our forest measure analysis to prove two formulas on the hitting distribution and
the expectation of hitting times of a given subset of the given graph. This result is originally due to
Freidlin and Wentzell, see Lemmas 3.2 and 3.3 in [6].

Lemma A.3. (Freidlin and Wentzell [6]) Fix a non-empty subset R of X . Recall the notation in (1.12).
Consider the Markov process X on X identified by (1.1), and let T'r be the hitting time of the set R.
Then, foranyx € R°andy € R

1
PuX(Tr)=y) = ——— Y w(9), (A.16)
Zr(0)
d:p($)=R
p(rz)={y}
and, for any x € R°, .
E,[Tg] = Y we). (A17)
ZRr(0)
YZR ¢:p(¢)=RU{y}
p(rz)={y}
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Proof. Consider the extended space X and the extended Markov process X as in (2.12), with the
killing rates as in (1.11) for ¢ = 0. Equation (A.16) is simply obtained by considering Wilson’s algorithm
started from x.

To prove (A.17) we will use the discrete skeleton of Section (2.1) with )) = X and B = R. Let

Gr(z,y) = E[l,(Tp)] and Gr(z,y) = Eo[l,(Tp)], =,y € R, (A.18)
be the continuous and the discrete-time Green’s functions before hitting the set R, respectively.
Since

Ex[TR] = Z GR(‘Z') y)7
y¢R
it suffices to show that 1
Gr(t,y)=——= > w(9). (A19)
Zr(0)
¢:p(¢)=RU{y}
p(rz)={y}

since Gr(z,y) = Pu(Ty < Tr)Gr(y.y) = Pu(T, < Tr)/P,(T,} > Tg), with T," being the

return time to vy,

R P.(T,<T P.(T,<T

GR(x,y):_ (Ay If) = — A( y RA) _
aPy (T >TR) @), ., 0(y,2)P.(T, > Tkr)

Pm(Ty < TR) o Px(Ty < TR)

aZz;éyﬁ(y7 Z)PZ<TZ/ > TR) Zz#ya<y7 Z) [1 - PZ<T?J < TR)] .
Observe that P,(T,, < Tr) = P,(X(Trugyy) = y) forany z,y € R°, thus using (A.16):
Po(X(Trogpy) = v)
Zz;ﬁy a(y, Z) [1 - PZ(X<TRU{y}) = y):|

1
Zru{y} 0) D ep(e)=Ruly) W(P)
p(tz)={y}

1
Zro o 2mzry Vs 2) 2ip(o)=rugyy ()

p(rz)#{y}
1
“Zm 2 v

¢:p(¢)=RU{y}
p(1e)={y}

GR(xv y) =

Qrf =

(A.20)

GR(x7 y) =

A.3 Divided differences

In this appendix, we recall three equivalent definitions of the notion of divided differences of a real
function. We further give a lemma due to Micchelli and Willoughby for which we provide an alternative
elementary proof which plays with these different definitions. This result is used in Section 3.3.

Definition A.4. (Divided differences 1) We call divided difference of a function f at the distinct points

xo, T1, ..., Tk, the quantity f[zo, - - - , x| recursively defined via
s “ .. — s “ .. l’ _
o o] = fla ,ifkik ng!Eo ) T 1]7 (A21)
— Xo
with
flzi] = f(xi).
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From this definition, we see that the divided differences at k& points of a function f can be seen as a
sort of k-th discrete derivative. One then show by induction

Definition A.5. (Divided differences 2) For any function f and distinct points xo, x1, ..., Tk_1, Tk,
k
f (@i
f[x(]’... 717@] — # (A.22)
=0 Hj;éz’(xi — ;)

Note in this second definition, that f|x, - - - , 2] is independent of the order of the x;’s. From (A.22)
one can then check

Definition A.6. (Divided differences 3) For any function f and distinct points xq, 1, ..., Tx_1, Tk,

Q(z) =f[xo] + flzo, x1](x — 20) + flxo, 21, 22) (2 — x0) (2 — 21) (A.23)

+ oot flwo, ] (@ = wo) - (@ — wp1)
is the unique polynomial of degree k with Q(x;) = f(x;), fori =0,--- | k.

Lemma A.7. (Micchelli and Willoughby [13]) Consider a polynomial of degree n of the form

Fa) = T — )

=0

with n distinct real zeros «v; in decreasing order: cvy > ay > -+ > 1. Let By > 1 > -+ > Oy
with N > n and such that
B; > oy, foralli <n. (A.24)

Then, forany k < N,
f[ﬁ(hﬁh"wﬂk] Z 0.

Proof. We prove the following statement by induction on r = n — k:

“Forany By > 3 > - -- > [ satisfying (A.24), f[Go, ..., k] > 0. (A.25)

Since f is a polynomial of degree n, (A.25) follows from Definition A.23 as soon as r < 0. Also, since
the dominant coefficient of f is 1, the same argument shows f[0, ..., 3,] = 1 and the claim holds
forr = 0. Fixnowr > 0,i.e. k <mn,and By > --- > [y satisfying (A.24). If 5y # ag then

f[ﬁ()?al)---)ak] - f[aOaala-"vak] _ f[ﬁ())alv"'yak] _f[alv"'vakyaO] (A26)
Bo — g By — v
= flBo, a1, ..., g, ag] (A.27)
= flBo, 2, 1, . . ., ). (A.28)
By Definition A.22 we have f[ao, - ,ozk] = 0 and the numerator in the l.h.s. of (A.26) is merely

equal to f[Go, a1, . .., ag]. The denominator is positive from (A.24) and so is the r.h.s. of (A.28) by
induction hypothesis. It follows that

flBos a1, ..., 0] >0 (A.29)

and the same is true when Gy = . If 51 # a4, we compute

f[ﬁmﬁl,a%---,ak] —f[ﬁo,al,---,ak]

61 - :f[ﬂ(bﬂhah---uak 5 (A30)
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get then in the same way
f[ﬁ()7ﬂl7o‘27"'7ak] 20 (A31)

and the same is true when (3; = «;. Proceeding similarly we eventually obtain that

flBo, -, 8] > 0. (A.32)
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