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We design consistent discontinuous Galerkin finite element schemes for the ap-
proximation of a quasi-incompressible two phase flow model of Allen—Cahn/Cahn—
Hilliard/Navier—Stokes—Korteweg type which allows for phase transitions. We show
that the scheme is mass conservative and monotonically energy dissipative. In
this case the dissipation is isolated to discrete equivalents of those effects already
causing dissipation on the continuous level, that is, there is no artificial numerical
dissipation added into the scheme. In this sense the methods are consistent with
the energy dissipation of the continuous PDE system.

1 Introduction

In this work we propose a discontinuous Galerkin (dG) finite element method for a quasi-
incompressible phase transition model of Allen—Cahn/Cahn—Hilliard/Navier—Stokes—Korteweg
type. These discretisations are of arbitrarily high order in space and provide energy consistent
approximations to the model studied. This means the method is automatically endowed with a
particular stability property by construction.

Historically, the first diffuse interface model for a mixture of two incompressible Newtonian
fluids goes back to the so-called model H proposed in [15] where the model is based on the
liquids having the same density. In [14, [17] that model was modified in a thermodynamically
consistent way, to allow for liquids with different densities. This situation is known as quasi-
incompressibility. While the constituents are incompressible the density of the mixture may vary
due to different concentrations of the constituents. In this work we will focus on a model derived
in [5] which bears many similarities to [17] while it differs in the choice of the energy functional
and allows for chemical reactions.

The models mentioned above include a phase field which determines which constituent is
present at a certain point, for example, the values +1 correspond to the pure constituents.
All fields (including the phase field) vary smoothly across the interface between constituents,
although steep gradients will usually occur, hence the name diffuse interface model.

The models derived in [17, 5] enjoy the advantages of being thermodynamically consistent,
i.e., they are compatible with an entropy function, which may also serve as a Lyapunov functi-
on provided the proper boundary conditions hold, and are frame indifferent. In particular, these
models are invariant under Galileian transformations and the only effect of transformations to
non-inertial coordinate systems is the introduction of inertial forces, e.g., centrifugal force. On
the other hand they have the drawback that they include a complicated constraint for the bary-
centric (i.e., mass averaged) velocity field, which is no longer solenoidal. Physically this is to be
expected in the presence of exchange of mass between both constituents. Given two constitu-
ents, A and B, if a certain amount of mass of constituent A becomes constituent B the different



densities and the conservation of mass require a change of occupied volume.

The divergence constraint makes the extension of (single phase) incompressible Navier-
Stokes solvers infeasible. In addition, the way the Lagrange multiplier accounting for the in-
compressibility constraints enters the equations in [17,, 5] makes the derivation as well as the
numerical analysis of potential schemes challenging. Regardless, in case of [17], it is possible to
show the model is well-posed, see [1 [2]. Although an extension of these results to [5] does not
seem to be straightforward and to the best of the knowledge of the authors the well-posedness
of has not been investigated yet.

The difficulties caused by the divergence constraint have led to the development of models
which are built in such a way that the considered (not necessarily barycentric) velocity field is
solenoidal, see [3, 7, e.g.], which helps the authors of [12,[13] in the construction and analysis
of a scheme. In particular,

a simplified version of this model [given in [17]] has been successfully used for
numerical studies ... In contrast, there are — to the best of the authors’ knowledge
— no discrete schemes available which are based on the full model . .. This may be
due to fundamental new difficulties compared with model H ... For instance, the
velocity field v is no longer divergence-free and therefore no solution concept is
available which avoids . .. determin[ing] the pressure p [3].

In addition,

Lowengrub and Truskinovsky proposed ... for the first time a diffuse-interface mo-
del consistent with thermodynamics. The gross velocity field is obtained by mass
averaging of individual velocities. As a consequence, it is not divergence free, and
the pressure p enters the model as an essential unknown. However, no energy
estimates are available to control p. Moreover, the pressure enters the chemical
potential and is hence strongly coupled to the phase-field equation. This intrica-
te coupling may be one reason why so far it has not been possible to formulate
numerical schemes for [the] model [given in [17]] [13].

While the model from [3] is frame indifferent under transformations between inertial systems,
it does not transform well under changes to rotating coordinate systems.

Let us give a short sketch of the derivation of the model in [5]. The authors start from the
basic balances for mass, momentum and energy of the mixture. As an isothermal situation
is considered the latter is only used to determine the heat flux. The basic balances contain
many quantities (e.g. reaction rates, diffusion fluxes, stresses) which need to be modelled by
constitutive relations. These are derived by choosing an energy density, introducing a Lagrange
multiplier to account for the incompressibility of the constituents and exploiting the requirement
of thermodynamical consistency.

For the derivation of a viable numerical scheme we use a similar approach to that taken in
[11]. Here, the authors designed an approximation of the Navier—Stokes—Korteweg (NSK)/Euler—
Korteweg (EK) system to circumvent some of the numerical artefacts which occur when applying
“standard” numerical discretisations to the problem. The numerical scheme derived was energy
consistent in the sense that for the NSK model it was monotonically energy dissipative and for
the EK model it was energy conservative. The underlying idea behind the discretisation was



to choose a mixed formulation such that the energy argument at the continuous level could be
mimicked at the discrete level. The quasi-incompressible system we address in this work has a
similar monotone energy functional as the NSK system (see Theorem[2.6]and [11, Lemma 2.3]).
As such, it becomes possible to design the numerical scheme to satisfy a discrete equivalent
of this, resulting in a monotonically energy dissipative numerical scheme, without the need for
additional artificial dissipation.

Many numerical schemes have been used for the simulation of quasi-incompressible multi-
phase flows described by sharp interface models. In this approach a lot of care is needed to
avoid so called parasitic currents in a vicinity of the interface. They are related to the discretisa-
tion of the surface tension forces, [8,[19, 21,6, e.g.]. We like to point out that our algorithm does
not suffer from parasitic currents, cf.

The paper is set out as follows: In §2]we introduce the quasi-incompressible model and some
properties, ultimately leading to the introduction of the mixed formulation, which is the basis of
designing appropriate numerical schemes. In §3| we detail the construction of a spatially dis-
crete scheme, moving on to the temporally discrete case in We combine the results in §5|to
provide a fully discrete scheme. In §6| we conduct various numerical experiments testing con-
vergence in a simple case as well as the energy consistency in one and two spatial dimensions
and a test on a rotating coordinate system.

2 Notation and problem setup

In this section we formulate the model problem, fix notation and give some basic assumptions.
Let Q C R? with d = 1,2, 3 be a bounded domain with Lipschitz boundary. We then begin by
introducing the Sobolev spaces [9, [10]

HA(Q) := {¢ € Ly(Q) : DY € Ly(Q), for |a| < k}, (2.1)

which are equipped with norms and semi-norms

2 2 o (12
lully = Nullfegy = Y IDullf, (2.2)
|| <k
2 2 2
and [ulj == |ulgr ) = Z ID%ullt, ) (2.3)
|a|=k

. . . d . .
respectively, where o = {a, ..., o } is @ multi-index, || = > 7| «; and derivatives D* are
understood in a weak sense. In addition, let

H = {6 € H'(2) 1 dlon =0} and () := {¢ € [H'(Q)]": (¢ls)Tn =0}
(2.4)
where n denotes the outward pointing normal to 0f2.
We use the convention that for a multivariate function, u, the quantity Vu is a column vector
consisting of first order partial derivatives with respect to the spatial coordinates. The diver-
gence operator, div, acts on a vector valued multivariate function and Au := div (Vu) is the
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Laplacian operator. We also note that when the Laplacian acts on a vector valued multivariate
function, it is meant componentwise. Moreover, for a vector field v, we denote its Jacobian by
Dw. We also make use of the following notation for time dependant Sobolev (Bochner) spaces:

Ly(0, T; HA(Q)) := {u - 0,7] — HFQ) - /0 u(®)|? dt < oo} (2.5)

2.1 Problem setup

We consider a mixture of two Newtonian fluids, which might be two phases of one substance, or
two different substances. As both situations are described by the same model, we will use the
terms phase and constituent interchangeably. In the domain {2 we denote ¢ to be the volumetric
phase fraction, i.e., it measures the fraction of volume occupied by one of the phases. It is scaled
in such a way that » = +1 corresponds to pure phases. We let p; > 0 and p, > 0 be constants
that represent the densities of the incompressible constituents in the fluid. Thus the fotal density
of the mixture is

1
p(6) = o1 (1+6) +p2 (1 - 9)]. 26)
We also introduce the constants ] 1
Cy = — £ —. (2.7)
P1 P2

We let v > 0 denote the capillarity constant and W (¢) be a double well potential of ¢ then

p(¢) == W'(¢) — vA¢ and
p(¢) = oW'(¢) — W(9)

represent the chemical potential and pressure respectively. Note that the thickness of the in-
terfacial layer is proportional to /7. This can be seen by I'-limit techniques, cf. [20, [18]. We
denote v to be the velocity of the fluid and X is the Lagrange multiplier associated to the incom-
pressibility of the consitutents.

(2.8)

2.2 Quasi-incompressible phase transition model

We then seek ¢, v and A such that

O + div pv = cy (m;A —m,) (cpp(@) + c-N)
p(¢) (0w + (vTV)0) + V (p(¢) + A) = div(ons) +7VAP (2.9)
divo = c_ (mjA —m,) (cp(@P) + c_A)

where

2
ons :=mdiv(v)I;+ (Dv + (Dv)" — pi div (v) Id> , (2.10)

is the Navier—Stokes tensor, 1, is the d x d identity matrix and 7y, 7, > 0 denote bulk and
shear viscosity coefficients and m;, m, > 0 are mobilities. For the derivation of the system
(2.9) we refer the reader to [5].
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Note, for clarity of exposition we will not use the full Navier—Stokes tensor, but the simplified
model:

O + div (¢pv) = cy (m;A — my) (cop(P) + c-A) (2.11)
p(@) (v + (vTV)v) +V (p(¢) + A) = nAv +v9VAP (2.12)
div (v) = c_ (m;A —m,) (cp(P) + c_N), (2.13)

with 7 > 0. An energy consistent discretisation of the full model follows our arguments given a
standard (signed) discretisation of the Navier—Stokes tensor and numerical experiments to this

end are given in
2.3 Remark (local conservation of mass). It is important to observe that combining (2.11) and

(2.13) gives

Z—‘ (9,6 + div (¢p)) — dive = 0. (2.14)
_l’_
Due to and this is equivalent to

Oip(9) + div(p(d)v) =0, (2.15)

i.e., the (local) conservation of mass is encoded in (2.11)—(2.13).

2.4 Remark (boundary conditions). We associate with (2.11)—(2.13) the following boundary
conditions:

Vo-n=0 (2.16)
v=0 (2.17)
(V(cip(@p) +¢c-N))-n=0. (2.18)

This choice yields global conservation of mass, global momentum balance and a entropy dissi-
pation equality as we will see subsequently.

2.5 Proposition (Conservation of mass,balance of momentum). Let (¢, v, \) be a strong so-
lution to the system (2.11)—(2.13) satisfying the boundary conditions in Remark|2.4 then

d, ( / p(cb)) 0, 2.19

a( [ o) == [ @@ +r-o00m—(Do)n. 2o

Proof The proof of (2.19) can be seen using Remark [2.3 and the boundary conditions (2.17).
To see (2.20) it is enough to use (2.12), the identity

OV AP = div ((¢A¢ + % \VW) I,—Vo® V¢) , (2.21)

and the boundary conditions. O

For completeness we formulate the energy dissipation equality in Theorem Its validity is
a direct consequence of the modeling paradigm employed in [5] and a proof can be found in [4].
We have organized the proof in such a way that it may serve as a guideline for the construction
of a numerical discretisation which satisfies a discrete energy dissipation equality.



2.6 Theorem (energy dissipation equality). Let (¢, v, \) be a strong solution to the system
[2.71)—-(2.13) satisfying the boundary conditions in Remark[2.4, then

ac( [ wier+ 22 o + 2196R) == [ 19 (can(o) + N

+my (cp (@) + c-A)? +n[Dol.

(2.22)
Proof Let
a=cypu(p)+c_Xand
2.23
b=+ ot lv]?. (229
We proceed by testing with 2 and with v and taking the sum, yielding
0, di
():/ a0 4+ v (¢v) —mjaAa—i—mraQ—i—p(@(@tv-v—i—((v.V)v).v
o C+ C+
. 5 (2.24)
—§V (|v[2) -v) +Vb-v+C—V(a—c,b)-v—77v-Av.
Jr
Integrating by parts and noting that
1
((U'V)v)~v—§v (|'v]2) v =0 (2.25)
gives
0, di
0= / a0 + 2 v (¢0) +m; |Val|* + mea® + p(¢)0w - v + Vb -v
Q@ “+ (2.26)
5 .
+—V(a—c_b)-v+n|va|2—/ m;aVa-n+n(Dv-n)-v.
C+ a0

Due to the boundary conditions given in Remark [2.4] the boundary terms are zero. In addition

we note that
/ adiv (¢v) n ¢Va - v :/ div (agv) :/ agy - m —0 (2.27)
Q Q o0

Cy Cy Cy Cy

again due to the boundary conditions, leaving

9 _
0:/ - t¢+mj|Va|2+mra2+P(¢)at”'v+vb'v_Cc_(be'ermDv‘Z'
Q

C+ +

(2.28)

Using the definition of a in the first term and integrating by parts the two terms involving b, we
see

_A0
0= / W'(9)0p — yOL AP + c-A0¢ +my |Val> + m.a® + p(¢)dv - v
9 “+ (2.29)
. c_b . 2 C,b¢ '
—bdiv (v) + — div (¢pv) + n |Dv|” + bv-n — v-n
Ct 0 C+



The boundary terms vanish, again, due to Remark [2.4] Using the local conservation of mass
(2.14)

0= / W' ()06 — 160G +
Q

— b0y + n Do)
C+

c_\0¢ +m; [Val* + m.a® + p(¢)dv - v
o (2.30)

Using the definition of b and integrating the second term by parts, it holds that

V- / W'(0)06 + 4V (0:0) Vo +m; [Val* + mya® + p(¢)dv - v
Q

c_ (p1 + po) (2.31)
SO o g6 Dol — [ 98690 n.
4y Gig)
Due to the definition of ¢+
c_(pitp2) _pr—p1 _ dp(¢)
dey 4 de (232)
and hence
/Q d; (W(¢)+@\v\2+%|wl2) = /Q W(6)0u6 + pl(9)0rw - v

L) “jf ) o2 B4+ 4V (919) - Vo,
C+
(2.33)

Using the boundary conditions in Remark [2.4] one final time to eliminate the boundary contribu-

tions from (2.31) shows

1
0= / dy (W(gf)) + §p(gz5) lv|* + % |ng|2) +m, |Val> + m.a® + 1 |Dv|*.  (2.34)
Q

The result then follows using the definition of a, concluding the proof. O

2.7 Continuous mixed formulation

The proof of Theorem [2.6| motivates the introduction of the auxiliary variables a, b, g, transfor-

ming (2.11)—(2.13) into the following mixed system:
0 = 0y + div (¢pv) — cxmjAa + cymya

0=p(9) (8,5’0 +(v-V)v— %V (\v\2)> —nAv 4+ Vb + CEV(Q —c_b)
Jr
. C_ .
0=div (v) — o (Orp + div (¢v)) (2.35)
0=a—c . W(¢)+cyydiv(qg) —c_A
0=b—A— % o)
0= q— V¢7



coupled with boundary conditions

gn=0 v=0 Va-n=0. (2.36)

3 Spatially discrete approximation

In this section we design spatially discrete approximations of the system (2.11)—(2.13) of arbi-
trary order using discontinuous Galerkin finite elements.

Let .7 be a conforming, shape regular triangulation of €2, namely, .7 is a finite family of sets
such that

1 K € .7 implies K is an open simplex (segment for d = 1, triangle for d = 2, tetrahe-
dron for d = 3),

2 forany K,J € .7 we have that X N J is a full subsimplex (i.e., it is either (), a vertex,
an edge, a face, or the whole of K" and .J) of both K" and J and

3 UKE?KZQ'

We use the convention where 1 : 2 — R denotes the meshsize function of 7, i.e.,

h(x) := max h, (3.1)
K>z

where h is the diameter of an element K. We let & be the skeleton (set of common interfaces)
of the triangulation .77 and say e € & if e is on the interior of {2 and ¢ € 0f) if e lies on the
boundary 0f).

3.1 Definition (broken Sobolev spaces, trace spaces). We introduce the broken Sobolev space
H*(7):={¢: ¢|x € H¥(K), foreach K € T}, (3.2)
similarly for Hy(.7) and H,, (7).

We also make use of functions defined in these broken spaces restricted to the skeleton of
the triagulation. This requires an appropriate trace space

T (&)= [] L2(0K) c J] H2(K). (3.3)

Ke7 Ke7

Let PP (.7 ) denote the space of piecewise polynomials of degree p over the triangulation .7
we then introduce the finite element spaces

V= DG(7,p) = P’(7) (3.4)
V:=VNHLT) (3.5)
Vi=vinHL(T) (3.6)

to be the usual spaces of (discontinuous) piecewise polynomial functions. For simplicity we will
assume that V is constant in time.



3.2 Definition (jumps and averages). We may define average and jump operators over 7 (&)
for arbitrary scalar, v € 7T (&), and vector valued functions, v € 7 (£)".

[} T(EUIN) — L(EUN)

v = % (U|K1 + U|K2) : (37)
{-3: (T(EU) — (Lo(&UIN))
( (3.8)
v — §(U|K1 +'U|K2>'
[1: T(EUIQ) — (Ly(€U) (3.9)
v — U|K1’I’LK1+U|K2nK2' .
) d
[1: (T(EUIN))? — Ly(&UIN) (3.10)

v = <U|K1)TnK1 + (U‘K2)TnK2'

[ : (T(EUQ)" — (Ly(&Ua)™

(3.11)
v — 'U’Kl ®nK1 +U|K2®nK27

where n i, denotes the outward pointing normal to /(;. Note that on the boundary of the domain
0f) the jump and average operators are defined as

[v] ‘ag =wn  [v] )BQ =vn [v]g ‘8&2 =v®n (3.12)

{v} ‘m = {v} ’89 = . (3.13)

3.3 Discrete mixed formulation

We propose the following semidiscrete (spatially discrete) formulation of the system: To find
(6, On, Ao an, b, @) € CH[0,T),V) x CH[0,T),V4) x CO([0,T),V) x C°([0, T),V) x

9



C([0,T),V) x C°([0,T), V) such that
/ (Orpp, + div (Ppvp) + cxmypan) X — cxmjot (ap, X / [onvn] { X}
Q
0= [ pon)0ron 5+ plen) (00 V) i) -
Q
- %P(ﬁbh)v (lval?) - E+ Vb, - E + V( ap — c-by) - B — n (v, E)
+ [ A= e oo D) s ol +5 [0i] - L oen)= )

(=} —iuah—c_bhﬂ-ms}

O:/div () Z — S 0607 — = div (gbhvh)Z—l—/ |[C—_¢hvh—vhﬂ 17}
Q C+ C+ & e+
0= [ (on=caW' (o) e M) ¥+ codiv (@) ¥ =cr [ [0l {7
O:/ (bh_)\h_l)l—i‘lh \thQ)T
Q 4
OZ/qh'T—V¢h'T+/[[¢h]]'{T}
Q &
V(X,E,Z, T, T, T)eVxVixVxVxVxV.
(3.14)
Where
A (an, X /Vah vx+/{{v><}} [an]
+/[[Xﬂ-{{wh}—ﬂahﬂ-ﬂ><ﬂ
¢ (3.15)

oy (Vp, B) = —/QDvh:DE + /gan{ DE }:[vn],
+ [ gpuipE] - flwl AL

represent symmetric interior penalty discretisations of the scalar and vector valued Laplacians
respectively, which are signed (coercive) when the penalty parameter o is chosen sufficiently
large.

3.4 Remark (discrete boundary conditions). The boundary conditions (2.36) are encoded in
the finite element spaces for the Dirichlet type conditions on vj and g;,. For a; the Neumann
condition is encoded in the bilinear form 27.

3.5 Remark (alternative bilinear forms). We may choose .27 - to be any discretisation of scalar
and vector valued Laplacian, the only requirement is that they are coercive.

Throughout the calculations in this section we will regularly refer to the following proposition.

10



3.6 Proposition (elementwise integration). Let
HYW(7):={p e (Ls(7))": div(p|x) € Lo(K) foreach K € T } . (3.16)
Suppose p € H™(.7) and p € H'(T) then

Z/Kdiv(p)wdm: Z <—/Kp~Vg0dw—i—/

op N ds) : (3.17)
KeZ KeZ oK

In particular we have p € T (& )d and ¢ € T (&), and the following identity holds

S [ ermncas= [BIgeyast [l gpbas= [ el as

Keo
(3.18)

3.7 Proposition (discrete conservation of mass). The semi discrete scheme is mass

conserving, that is,
d, ( / p(cbh)) 0. 3.19)
Q

Proof Let 1 be the scalar function which is one everywhere on €2. Then using Z = 1 in (3.14)3
we see

0= / div (’Uh) — C;at¢h — C—_ div (¢hvh) +/ |]:C—_¢h'vh — ’Uh:|] . (320)
Q C+ C+ ¢ LC+

We have, using integration by parts, that

4, ( / th) 0 (3.21)
C+ Q

This infers the desired result. O

3.8 Remark (conservation of momentum). Note that we have employed a non-conservative
discretisation of the momentum equation. Therefore a discrete version of the global momentum
balance does not hold in general. It does not seem feasible to have conservation of momentum
and the discrete energy dissipation equality below at the same time. The situation is similar to
the one in [11] where this problem is elaborated upon in more detail.

3.9 Theorem (discrete energy dissipation equality). Let (¢p, Un, An, an, by, q;,) Solve the se-
midiscrete problem then we have that

1 1
A [ wion+ Joton o + 1y laf

= / —my an|* + m o (an, an) + 1.5 (vn, V) .
Q
(3.22)

11



Proof The proof mimics that of the continuous argument in Theorem[2.6] To that end we proceed
to take the sum of (3.14); and (3.14)2 with X = a;,/cy and = = vy, yielding

0= /Q (Orpp, + div (ppvy) + cymyap) z—h + p(¢n)0ivn - v + p(dn) (Vn - V) vp) - v
+

1
+ / —§p(¢h)v (|’Uh|2) -V + Vbh -V + ﬂV(ah — C_bh) * Uy
Q Cy
ap
— cymych(an, =) = .k (vn, v1)
+

+ L — [¢nvn] { Z_i}} —{ vt @ p(dn)vn ) : [vnle
+ [ DoPT- Cotonond =l { onh — [on— bl L dnon}

(3.23)
Note that

/Q,o(¢h) ((vp, - V)vp) - v — %p((bh)v (|'vh\2) v, = 0and (3.24)
[ oy Lotononh): foule =5 [0] L oo }=0 @29

In addition, we have that

/—dlv(¢hvh)+ P —Vay, - vy,
Q

C+ C+

/ [onvn] { —} +— lan] - { énvn }= — / div (¢nanvn) — /@0 [¢nanvs]

1
= — ¢hahvh -n=0.
o0
(3.26)

Taking the observations from (3.24) and (3.26) and substituting them into (3.23), we see

0= / 8t¢h@ + mrai + p(gbh)@tvh -vy, + Vb, - vy, — C,gﬁthh - Vp,
Q C+ C+
— ijZfl(ah, ah) — 7’]% (’l)h, ’Uh) (3.27)

- [ B toy - - Lo}

Now we make use of (3.14), with & = ‘Mﬁh on the first term in (3.27) and find that

0= / Orn, (W/<¢h) + 2__)% — v div qh> +m,aj
Q +

c_on
Vby, -
c, VR (3.28)

+ / p(gbh)atvh -V + Vbh s Up —
Q

— mj A (ap, ay) — n2ts (Vy, V)
/ P { on} == Dl v} = [l £ 20n

12



Using (3.14)3 with Z = by, and integration by parts we have that

0= / D (W’<¢h>+c—‘Ah—vdivqh—c—‘bh> +myal + / p(én)rvn - v,
Q C+ C+ Q (3.29)

— myh (an, an) — Ny (v, vp) + /(@”Y lan] § 0on } -

Now using (3.14)5 with T = 0,¢;, on the second term in (3.29) and integrating the third term by
parts we see

_l_
0= / Orn, ( ) (,11 ,02) |Uh|2> +qy, - Voo + mrai
+

+ / p(&n) 0o - vy — mych (an, an) — N9 (v, v)) — / Y4 a,} - [0:6n] -
% &
(3.30)

Taking the time derivative of (3.14)g, inserting T = q,, and using this on the fourth term in
(3.30) we find

0= / Orn (W’wh)—% |vh|2) + 7y Dy + mpai, + p(0n)Dvn - vy
Q

— mj i (an, an) — Na (Vn, Vh)

(3.31)

which infers the desired result, concluding the proof. O

3.10 Remark (uniqueness of fluxes). The choice of fluxes in the spatially discrete formulation
is not unique. Indeed, using the more general framework given in [11] we may give conditions
for families of fluxes which admit energy consistent schemes.

4 Temporally discrete approximation

In this section we present a methodology for designing temporally discrete energy consistent
discretisations of the system (2.11)—(2.13). We do this by appropriately modifying a Crank—
Nicolson type temporal discretisation. The resultant scheme is of 2nd order. Higher order energy
consistent discretiations can be designed based on appropriately modifying symplectic Gauss—
Legendre type Runge—Kutta schemes.

Let [0, T'] be the time interval in which we approximate the quasi-incompressible system. We
subdivide the time interval [0, 7] into a partition of N consecutive adjacent subintervals whose
endpoints are denoted tg = 0 < t; < ... < ty = T. The n-th timestep is defined as
k, = tp+1 — t,. We will consistently use the shorthand F(-) := F(-,t,) for a generic time

1
function F'. We also denote F"*2 := 1 (F™ + Fmt).
The semidiscrete (temporally discrete) formulation of the system (2.11)—(2.13) is: Given initial

conditions p°, v°, \°, a°, b° and q°, for each n € N, find p" ™, v An L gL prtl and

13



" such that

n+1 n 1 1 1 1
0= it 7 —¢ + div <q§"+§v"+5) —cmiAa"2 + cympa”t2
1ot —pn 1 11 1]?
0=p(¢""2) (% + (U"+2 : V) "tz — EV ( v" 2 ))
"*2 1 1
. nA'Un+2 + Vbn+2 + - ¢ V(an+§ . C_bn+§)
Ct
C+ l{?n
0=a""2 —c, ( ¢n+3_¢n( ) +epydiv (@2 ) —c N2
1 1
0= btz — \vtz LT P2 ;;_ P2 (|v”+1]2 + |v"\2)
1 1
0= qn+§ - V¢n+§7
satisfying the boundary conditions
q"-n=0, v" =0, Va" -n =0, 4.2)

for each n € [0, N].

4.1 Proposition (temporally discrete mass conservation). The temporally discrete scheme
satisfies

Loty = [ o) vnepy - “9)
Q Q

Proof For p; = p, the assertion is trivial. Thus, we may assume c_ # 0 for the rest of this
proof. Integrating (4.1)5 over the domain we have that

n+1 n
0= / div (v"+%> — C— (¢ p —¢ + div <¢"+%v”+%)) . (4.4)
Q + n

In view of Stokes Theorem and making use of the boundary conditions (4.2) we see that

n+1 n
0= / =i i (4.5)
Q C+ kn
This infers that
/ ¢t = / ", (4.6)
Q Q
which, in view of the linearity of p(¢"), yields the desired result. O

4.2 Theorem (temporally discrete energy dissipation equality). Let{p", v", A", a",b", @" },cjo,N]
be the sequence generated by the semidiscrete scheme then we have that for any n €

14



[0, N]

1 1
L wien+ 5o o+ Tt = [ W)+ 5o o + 5 o

_’le(,ﬁfﬂmj

2
+m,

)

Proof We will prove this using induction. Our inductive hypothesis is given by (4.7). It is clear
that (4.7) holds in the case n = (. We then assume that (4.7) holds for all k& < n and make our
inductive step.

2
i+d

1
Va2 a

(4.7)
=0

1
+1n ’Dv”i

1
Using the semidiscrete scheme 1| testing the first equation 1» with ¢"*2 and the
1
second 4» with v" 12 and taking the sum we have

N[

n—+ n+1 n
a ol — g 11 1 1
= / < + div <q§"+2v"+2 —cmAa"2 + cym,a 2
Q C+ kn

1 1 (ot — 1 11 1)
+ "2 <,0(¢n+2) (% + <’v"+2 -V) vtz — §V < v" 2 ))
41
1 1 L) 1 1
— nAv”+§ + Vb2 4 ¢—V(an+§ — c_b”+§)).
C+
(4.8)

In view of the same arguments given in the proof of Theorem [2.6] we see, upon integrating by
parts, that

15



'
Note that the boundary terms vanish due to 1; Now testing 1i with 6" 2 we see
1 1 1 1 1 1
_ / kn div (vn+§) bn+§ _ C; (¢n+1 _ ¢n) bn+§ . knc_ div (¢n+§vn+§> bn-&-g
Q C+ C+
nts nts O 1 ntd | FnCo gl n+s
= | —k,v"2 Vb2 — = (" = ") "2 4 =g 2w 3V
Q C+

Ct+

1 L ke 1 1 1

+/ knvn+2 X nbn+2 _ n_¢n+2vn+2 X nbn+2.
o0 Ct

(4.10)

Notice again that the boundary terms vanish due to (4.2). Testing (4.1)5 with (¢" "1 — ¢™) we
have that

0= / (¢n+1 . ¢n) (bn+% o >\n+% _PLtpe <‘vn+1‘2 n |v”]2)) . 4.11)
Q 8
Substituting (4.70) and (4.77) into (4.9), we have
0= / W (™) = W(g") — 7 (6" — ¢") div (qn+%)
¢n+2) (,Un-i-l . ,vn) i ,Un-i-% (pl + /02> <‘ n+1| + |’Un| ) (¢n+1 N an)

8C+
+ ky, (m

= [ wier) —wen) o (e - dw( )

2 2

1 1
Va2 +m, a2 4+ Dv”+2

1 n 1 2 p /01
4 §p(¢ +2) (|,Un+1’ B ’,Un|2> B (¢n+1

o) (o )

2 2

+ K, (mj Va”+% +m, a”+; +n D'v”+2
(4.12)
Using the identities
1 1
p(@"72) = 5 (p(@"") + p(9")) (4.13)
1
P2 P - P1 (¢n+1 ¢n) _ 1 (p(¢n+1) o p(¢n)) 7 (4.14)
we have
0= / %% ¢n+1 (¢n) — (¢n+1 o ¢n) div <qn+%)
4= 5 < <¢n+1) ‘ n+1|2 . p(gb”) |,vn|2> (4.15)
112 112 112
+ k, (mj Va" 2| +m, |a"T2| +n|Dv"t2 ) )

16



Now using the fact that

of (4.16)

by (@.1)¢, we see

/QW<¢n+1)+%‘qn+1‘2+%p(¢n+1) ’,anrl‘Q

n g o 1 2
= [ W(¢") + 5 1q"" + 5p(¢") |v"| (4.17)
N 2 2
12 12 12
—l—/kn m; |Va" 2| +m, |a" 2| +n|Dv""2| |,
Q
which, using the inductive hypothesis (4.7), concludes the proof. O

5 A fully discrete approximation

In this section we present a fully discrete approximation of (2.11)—(2.13) which is energy con-
sistent.

Collecting the results of §3|and §4]we propose the following scheme:
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n+1 n 1 1 n 1
Oz/ (qb k =% + div <¢h n+2)+c+mrah+2)X
Q n
n—i—l n+l n-‘,—l
—comget(ay 0= [ [0 £x)
&

1 4l om 1 1 1
n+5. U — v —_— n+= n+= n+= _
/QP(% Q)hk—h'=+P(¢h 2)((% Q'V) vy, 2) =

C+
1 n+l n E 1
0:/dw (UTQ) C O Oy gy (th* vh+2>Z
Q Ct kn

_C+
1 1
C_ n+5 n+3
+/|[ hoCv, Y- H{{Z}}
& L+

1 nt1 n . 1
0 :/ (aZJrz c+W(¢ n+2 WAoh) _ D) +2) U + ¢, ydiv <qh+2> 1\
Q

¢n

1 1
n+5 n+35 1% +P
/Q(ble_)\hQ_%(‘ h+1’+|h|>>
n+l n+l nJrl
O:/qh”T—V%Q-T+/ﬂ%2%{T}
Q &

V(X,E,Z, U, T, T) eVxVixVxVxVxV.

5.1 Proposition. The fully discrete scheme is mass conservative, i.e

[ﬁwwwzlfww

Proof The proof is given by combining Propositions and which yield the spatial and
temporal semidiscrete mass conservation results respectively

(5.2)

O
18



5.2 Theorem (fully discrete energy consistent approximation). The sequence of solutions ge-
nerated by the fully discrete approximation satisfies the following energy identity:

1
Jweny+ goer for 4 3 lant
Q

= [ W+ 50 0k + 3 il
Q
a1\ asl i1 (5.3)
([ (5
Q
1o
— 1% (UZ+2aUh+2> )

Proof The proof follows those of Theorem [3.9]and Theorem [4.2 O

6 Numerical experiments

In this section we conduct a series of numerical experiments aimed at testing the robustness of
the method.

6.1 Implementation issues

The numerical experiments were conducted using the DOLFIN interface for FEniCS [16]. The
graphics were generated using Gnuplot and ParaView .

In each of the numerical experiments we fix ¥ to be the following quartic double well potential

W(g) = (¢° —1)* 6.1)

with minima at ¢ = +1.

use the difference quotient W
and badly conditioned when |¢" ! — ¢"| is small. Instead we use a sufficiently high order

approximation of this term. For we use the following Taylor expansion representation
W(o") — W(e")

¢n+1 _ ¢n
which is exact. We note that when W is not polynomial a sufficiently high order truncation of the
Taylor expansion can be achieved such that the possible increase in energy is of high order with

respect to the timestep. This allows the construction of a method with arbitrarily small deviations
of the energy with respect to the timestep.

6.2 Remark (the quotient of the double well). In the computational implementation we did not
appearing in (5.1) as it is ill-defined for ¢! = ¢"

= WD)+ FW(EE) (0 - 0) e2)

6.3 Remark (default parameters). In each of the following tests, unless otherwise specified, we
take the parameters as follows: We set p; = 1,p9 = 2,7 =17 = 1073, m, = m; = 1072,
h~0.01,7=0.0landp = 1.
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Tabelle 1: In this test we benchmark a stationary solution of the quasi-incompressible system
using the discretisation with piecewise linear elements (p = 1), choosing k =
h?. This is done by formulating as a system of nonlinear equations, the solution
to this is then approximated by a Newton method with tolerance set at 1071°. At
each Newton step the solution to the linear system of equations is approximated
using a stabilised conjugate gradient iterative solver with an successively overrelaxed
preconditioner, also set at a tolerance of 1071°. We look at the L. (0, T; Lo(£2))
errors of the discrete variables ¢y, v, and Ay, and use e4 := ¢ — @y, €, == vV — 1y,
and ey = X\ — . In this test we choose v = 1073,

N | el | EOC | llevlly ) | EOC | lleall ) | EOC
32 1.4998e-01 | 0.000 | 6.9600e-02 | 0.000 | 9.7289e-01 | 0.000
64 9.4503e-02 | 0.666 | 5.3907e-02 | 0.369 | 6.7654e-01 | 0.524
128 | 4.0138e-02 | 1.235 | 3.5739e-02 | 0.593 | 4.6306e-01 | 0.547
256 | 9.8587e-03 | 2.026 | 1.6355e-02 | 1.128 | 3.3446e-01 | 0.469
512 | 2.8050e-03 | 1.813 | 5.8975e-03 | 1.472 | 2.2825e-01 | 0.551
1024 | 6.7240e-04 | 2.061 | 1.8467e-03 | 1.675 | 1.3269e-01 | 0.783
2048 | 1.5217e-04 | 2.144 | 4.1273e-04 | 2.162 | 6.9219e-02 | 0.939
4096 | 3.7793e-05 | 2.010 | 5.9895e-05 | 2.785 | 3.4988e-02 | 0.984

6.4 Test 1 : 1D - benchmarking

In this test we benchmark the numerical algorithm presented in §5|against a steady state solu-
tion of the quasi-incompressible system (2.11)—(2.13) in one spatial dimension on the domain
Q=[-1,1].

For the double well given by (6.1) a steady state solution to the quasi-incompressible system

is given by
2
¢(z,t) = tanh <x\/;> , v(x, t) =0 Vi. (6.3)

Note that on the boundary V ¢ is not zero but of negligible value (as 7y is small). Tablesdetail
three experiments aimed at testing the convergence properties for the scheme using piecewise
discontinuous elements of various orders (p = 1 in Table[1] p = 2 in Table 2 and p = 3 in
Table 3).

6.5 Remark (optimality of the primal variables). Note that the results presented (and various
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Tabelle 2: The test is the same as in Tablewith the exception that we take p = 2.

N | llealy | EOC | lleallyo ) | EOC | lleall,. . | EOC
32 6.8671e-02 | 0.000 | 4.7711e-02 | 0.000 | 6.8098e-01 | 0.000
64 2.8248e-02 | 1.282 | 2.6617e-02 | 0.842 | 3.3259¢e-01 | 1.034
128 | 6.7024e-03 | 2.075 | 7.7866e-03 | 1.773 | 2.1021e-01 | 0.662
256 | 2.1369e-03 | 1.649 | 5.3622e-03 | 0.538 | 1.9486e-01 | 0.109
512 | 1.7291e-04 | 3.627 | 1.8418e-03 | 1.542 | 1.2747e-01 | 0.612
1024 | 1.8023e-05 | 3.262 | 4.7102e-04 | 1.967 | 6.5608e-02 | 0.958
2048 | 2.1668e-06 | 3.056 | 1.1910e-04 | 1.984 | 3.2833e-02 | 0.999
4096 | 2.6758e-07 | 3.018 | 2.9902e-05 | 1.994 | 1.6729e-02 | 0.973

Tabelle 3: The test is the same as in Tablewith the exception that we take p = 3.

N llesly_w, | EOC | lleslly . | EOC | leall . | EOC
32 3.3914e-02 | 0.000 | 2.1390e-02 | 0.000 | 3.2962e-01 | 0.000
64 1.0777e-02 | 1.654 | 8.5393e-03 | 1.325 | 2.2624e-01 | 0.543
128 | 3.4979e-03 | 1.623 | 7.6267e-03 | 0.163 | 2.1279e-01 | 0.088
256 | 2.0816e-04 | 4.071 | 1.8900e-03 | 2.013 | 9.8126e-02 | 1.117
512 | 1.3447e-05 | 3.952 | 1.6423e-04 | 3.525 | 1.4974e-02 | 2.712
1024 | 1.4090e-06 | 3.255 | 1.5439e-05 | 3.411 | 2.6407e-03 | 2.503
2048 | 1.3055e-07 | 3.432 | 1.5523e-06 | 3.314 | 3.9831e-04 | 2.729




other tests) indicate that

lesll = O(K* + nPT1) (6.4)
O(k? + hPtY) if pis odd
Jeol| = 4 O H A7) it 65
O(k* + hP?) if pis even
O(k? + hP) if pis odd
feal] = § O T pis 66
O(k* + h?~1) if pis even

As such, we see the convergence rates are optimal for ¢ and v if p is odd. This suboptimality
in v for even order finite element spaces has been observed previously [11]. Regarding the
suboptimality of A we note that the energy dissipation equality provides no stability for \.

6.6 Test 2 : 1D - random initial data

In this test we examine the behaviour of the solution when the initial conditions for ¢ are random
perturbations of the unstable extremum of the double well. More precisely, let {z;}}, denote
the mesh points of the triangulation .7 of 2 = [—1, 1]. We then let Y¥; ~ Uniform(—1, 1)
denote a set of uniformly distributed random values, defined at each of the mesh points. We set
Y () to be the Lagrange interpolant of these random values and define

1
Py = mY(:c) and v, = 0 (6.7)

to be the initial conditions for this test. In Figure [{|we give some solution plots together with an
energy/mass/energy deviation plot. The energy deviation in this case is a visual representation
of the energy dissipation equality stated in Theorem In this sense, we are defining the
energy deviation for n € [0, N — 1] to be the quantity

n 1 n n 2 ’}/ mn 2 n 1 n n ’7 n
/QW(%H) + §P(¢h+1> }”h+1| + B ‘qh—H‘ - /QW(%) + §P(¢h) |Uh|2 + 5 |Qh|2

1\ 2 1.1 R S |
_an(/ﬂmr (GZ+2) _mj% (ah+27ah+2) _77% (vh+27vh+2) )
(6.8)

Note that the mass is conserved, the energy is monotonically decreasing and the energy devia-
tion is zero.

6.7 Test 3 : 2D - random initial data

This is a 2d equivalent to Testwith Q = [-1,1]% Figure shows solution plots at various
times together with the energy/mass/energy deviation plot, where energy deviation is again

given by (6.8).

Again, note that the mass is conserved, the energy is monotonically decreasing and the
energy deviation is zero.
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6.8 Test 4 : 2D - parameter values

In this experiment we investigate the effects differing magnitudes of parameter values have on
the dynamics of the system. We vary the diffusive terms m,. and m.

The initial conditions we consider are given by considering 2 = [0, 1]2 and defining subsets

::{m' (|21 — 1/4)* + w2 — 1/4)%) < 0.05%} (6.9)
x: (|vr — 1/4)° + |72 — 3/4]%) < 0.01%} (6.10)
{¢ (Jz1 — 3/4° + |22 — 1/4]7) < 0.01%} (6.11)
Qy_mzﬂm—3mﬁ+mr4mM)gomﬂ, (6.12)
and choosing
¢0:{—1lfﬂ3.€Q1UQzUQ3UQ4 v —0. (6.13)
1 otherwise

Figure[3|gives some comparitive solution plots at various times in the simulation. Note that by
decreasing the magnitude of the dissipative terms, the system takes longer to reach a steady
state. The simulation with the smallest values reaches a steady state at ¢ ~ 32. Note that when
each simulation reaches a steady state ||vs [l ) < 1075 which means that there are no
relevant parasitic currents.

6.9 Test 5 : 2D rotating coordinate system

Due to the invariance properties of the model including the full Navier-Stokes tensor should
we desire computations in a rotating coordinate system the required changes are very simple.
We need only account for inertial or fictitious forces. This is in contrast to the model described in
[3] which does not behave well with respect to coordinate changes involving rotating coordinate
systems. The fictitious forces we need to introduce are the Coriolis and the centrifugal force.
In case we consider a planar model problem where the system rotates with angular velocity w
around an axis which is perpendicular to the computational domain then the modified sytem of
equations reads

016+ div (6v) = ¢y (A —m) (e (@) + ¢
p(6) (O + (VTV)v) + V (p(¢p) + A) = div(ons) + 79VAP — p(¢)Q x (Q x x)
—2p(¢)2 x v
diveo = c_ (m;A —m,) (cyp(@P) + c-A)
(6.14)

where = (0,0, w)" and we embed v to R? as (wv; 0) for the sake of the vector product.

We now use the original system including the Navier Stokes tensor (2.9) and energy consis-
tent approximations for this problem follow our arguments given a standard (signed) discretisati-
on of the Navier—Stokes tensor. Indeed, the discretisation is identical to (5.1) with the exception
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of equation (5.1)» which now reads

n+l

n—l—l v vy —_ n—l—l n+l n+l
O:/P(¢h 2)—t k—h'=+9(¢h 2)((”h 2'V>Uh 2)'
Q

(1]

n

1 ned
- §P(¢h+2)v (

1 1
- (Qp(qb?:r?)ﬁ X vh+2> = (6.15)

where

2 . — —
oty (v, B) = —/ (171 — 8172) (div (vp,) I4):DE 4 no(Dvy, + DvT):DE
Q

#(m=3m) [ (ol I 0Ey+ (@ diven} L)EL
[ (ol + [ ) DE Y+ [E] Do+ D))}
- [ S,

(6.16)

represents an interior penalty type discretisation of the Navier—Stokes tensor which is signed
when the penalty parameter o is chosen large enough.

We also have access to a Lyapanov functional representing the energy of the system. In this
case

a [ wio)+ 22 o + 219 - 22 o
== [ 1V (eoa@) + N+ m, (ea0) + N + iDvvs.
(6.17)

Using the arguments presented above it can be shown that the fully discrete scheme (5.1)
with (5.1), replaced by (6.15) satisfies both mass conservation as well as the following energy
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dissipation equality

prty L a2 Y o2 2P
/QW(¢}L+1)+§P(¢h+1) }Uh+1| +§‘Qh+1} —wz%lwf

2

2p(22)|w|

S ACORE AR
Q

a1\ 2 ol (6.18)
_k'n(/mr (ah+2) —vaQfl (ah+2’ah+2)
Q

1 1
+5 n+s
—wﬁé (UZ vah 2> >7
with .7, given by (6.16).

In Figure |4 we illustrate a numerical simulation using these principles. We take €2 to be a
polyhedral approximation to the unit circle. We set 777 = 0.001 and 7, = 0.005. We use an
initial condition which is a offset bubble from the coordinate axis, i.e.,

. v'=0. (6.19)

o —1if (Jz1 + 0.1 + |z + 0.17) < 0.12
" ] 1 otherwise

We show some solution plots at various times as well as the mass/energy plot.
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Abbildung 1: Test 2 — The solution, ¢, to the quasi-incompressible system with initial con-
ditions at various values of ¢.
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Abbildung 2: Test 3 — The solution, ¢, to the quasi-incompressible system with random
initial conditions at various values of ¢.
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Abbildung 3: Test 4 — The solution, ¢, to the quasi-incompressible system with initial con-
ditions at various values of ¢. Notice that there are no parasitic currents
appearing in the interfacial layer. The velocity tends to zero over the entire domain
as time increases.

(e) t =5, left m; = m, = 1, middle m; = m, = 0.1, right m; = m, = 0.01



Abbildung 4: Test 5 — The solution, ¢, to the quasi-incompressible system with initial con-
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ditions at various values of ¢. The simulation exibits the behaviour of the
Cahn—Hilliard system
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