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Abstract

Pure quantum mechanics can be formulated as a Hamiltonian system in terms of the density
matrix. Dissipative effects are modeled via coupling to a macroscopic system, where the coupling
operators act via commutators. Following Öttinger (2010) we use the GENERIC framework (Gen-
eral Equations for Non-Equilibrium Reversible Irreversible Coupling) to construct thermodynami-
cally consistent evolution equations as a sum of a Hamiltonian and a gradient-flow contribution,
which satisfy a particular non-interaction condition:

q̇ = J (q)DE(q) +K(q)DS(q).

One of our models couples a quantum system to a finite number of heat baths each of which is
described by a time-dependent temperature.

The dissipation mechanism is modeled via the canonical correlation operator, which is the
inverse of the Kubo-Mori metric for density matrices and which is strongly linked to the von Neu-
mann entropy for quantum systems. Thus, one recovers the dissipative double-bracket operators
of the Lindblad equations but encounters a correction term for the consistent coupling to the
dissipative dynamics.

For the finite-dimensional and isothermal case we provide a general existence result and dis-
cuss sufficient conditions that guarantee that all solutions converge to the unique thermal equilib-
rium state.

Finally, we compare of our gradient flow formulation for quantum systems with the Wasserstein
gradient flow formulation for the Fokker-Planck equation and the entropy gradient flow formulation
for reversible Markov chains.

1 Introduction

A fundamental problem in nanoscience is a consistent coupling of quantum mechanics with effects
on larger scales. In particular, one is interested in combining quantum and continuum mechanical
models with dissipative effects in such a way that the fundamental axioms of thermodynamics are
still satisfied. We follow [Ött10, Ött11] in modeling the coupling between classical dissipative sys-
tems and reversible quantum systems. The basis is the theory of GENERIC systems, which stands
for the acronym General Equations for Non-Equilibrium Reversible Irreversible Coupling. It provides
systems that are thermodynamically correct in the sense that the total energy is preserved while the
total entropy is nondecreasing. Moreover, the evolution has an additive split into the reversible dy-
namics driven by a co-symplectic structure (Poisson bracket) acting on the energy and the irreversible
dynamics given as a gradient flow with the total entropy as the driving functional.

Evolution of the quantum mechanical system is given in terms of the density matrix ρ = ρ∗ ≥ 0
such that it can be coupled to more macroscopic dissipative components z. Thus, the total state
q = (ρ, z) lies in the state space Q = R × Z , and the evolution is given by the GENERIC system
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(Q, E ,S,J ,K). Here E and S are the conserved energy functional and the entropy functional. The
mapping J defines a Poisson structure, i.e. J (q) = −J (q)∗ and the Jacobi identity holds, while K
defines an Onsager structure, i.e. K(q) = K(q)∗ ≥ 0. The evolution is given in the form

q̇ = J (q)DE(q) +K(q)DS(q), (1.1)

where the crucial structural condition is the mutual non-interaction condition

J (q)DS(q) ≡ 0 and K(q)DE(q) ≡ 0. (1.2)

We discuss the main properties of GENERIC systems in Section 2. For the history and the motivation
of the GENERIC framework we refer to [GrÖ97, ÖtG97, Ött05, Grm10]. For applications in continuum
mechanics see [Mie11a].

In this work we follow the approach pioneered in [Ött10, Ött11] and analyze the system proposed
there mathematically. Our aim is to provide existence results as well as conditions guaranteeing that
the solutions converge into thermal equilibrium. To be more precise we consider GENERIC systems
where the coupling occurs only through the Onsager operator K. We assume that E , S , and J have
the form

E(ρ, z) = 〈〈 ρ ‖H 〉〉+ E(z), S(ρ, z) = −kB〈〈 ρ ‖ log ρ 〉〉+ S(z), J (q, z) =

(
[ρ,�] 0

0 0

)
,

where  = i/~ and “�” indicates the slot where the argument should be inserted. Here 〈〈A ‖B 〉〉 de-
notes the operator scalar product which forA,B ∈ CN×N turns into 〈〈A ‖B 〉〉 =

∑N
j,k=1AjkBjk =

tr(AB∗). Hence −kB〈〈 ρ ‖ log ρ 〉〉 is the quantum mechanical von Neumann entropy whereas S(z)
is assumed to be a concave macroscopic entropy.

The coupling between the components ρ and z occurs through K which is most easily formulated in
terms of the dual dissipation potential Ψ∗(q; ξ) = 1

2
〈K(q)ξ, ξ〉 and is assumed to have the form

Ψ∗(ρ, z; η, ζ) =
1

2

N∑
n=1

|||
[
Qn(z), η−〈αn(z), ζ〉H

]
|||2Cj(ρ,z)

,

where Qn(z), j = 1, .., N are coupling operators and |||A|||2C := 〈〈CA ‖A 〉〉. The dissipative cou-
pling via Q, and hence the interaction of the quantum system with the z component, occurs only
through the commutators

[Q,Ξ] := QΞ − ΞQ.

The coefficientsαm are assumed to satisfy the relation 〈αn(z),DE(z)〉 ≡ 1 such that Ψ∗(q,DE(q)) ≡
0, which implies the second relation in (1.2). Since J (q)DS(q) ≡ 0 also holds we have a GENERIC
system.

In particular, we consider the case that z describes a finite number of macroscopic heat baths, each
of which is fully characterized by its temperature θm(t) and its fixed heat capacity cm > 0, i.e. with
z = θ := (θ1, ..., θM) ∈ ]0,∞[M we have

E(θ) = c · θ =
M∑
m=1

cmθm and S(θ) =
M∑
m=1

cm log θm.
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Note that E is a linear functional in q = (ρ, θ) while S is strictly concave. Thus, for each given
energy level E0 there is a unique maximizer of S subject to E(ρ, θ) = E0 called the thermodynamic
equilibrium, which is given as

qeq = (ρeq, θeq) with θeq = θ∗(1, , ..., 1) and ρeq = 1
Z

exp
( −1

kBθ∗
H
)
,

where Z and θ∗ depend on E0 only. By the abstract theory of GENERIC (cf. Section 2.2) this qeq is
an equilibrium independently of the choice of J and K if (1.2) holds.

To prove a global existence result for the associated evolutionary system (1.1) we further specify the
dissipation by choosing the super-operatorsCm suitably. We follow [Gra82, Ött10, Ött11] and use the
inverse of the so-called Bogoliubov-Kubo-Mori metric (cf. [Str96, Str00, MPA00]) given by

CρA :=

∫ 1

0

ρsAρ1−sds and C−1
ρ B =

∫ ∞
0

(ρ+sI)−1B(ρ+sI)−1 ds.

We call Cρ the canonical correlation operator and refer to the above references for the relevance
of this metric. There is a strong relation between the von Neumann entropy and Cρ encoded in the
commutator relations [

CρA, log ρ
]

=
[
A, ρ] = Cρ

[
A, log ρ

]
, (1.3)

for all A = A∗ and ρ ∈ R. Recall that DρS = −kB log ρ and note that D2
ρS = C−1

ρ , see [MPA00].
A proof of (1.3) is given in Section 4.1, where also the continuity of the mapping R 3 ρ 7→ Cρ is
established.

ChoosingCm = Cρ and αj = 1
cm(j)

em(j) ∈ RM we arrive at the system

ρ̇ = [ρ,H]−
M∑
m=1

Nm∑
n=1

[
Qn
m , kB[Qn

m, ρ] +
1

θm
Cρ[Qn

m, H]
]
, (1.4a)

θ̇ = κ
(
cm
θm

)
m=1,...,M

+
( 1

cm

Nm∑
n=1

〈〈 kB[Qn
m, ρ]+ 1

θm
Cρ[Qn

m, H] ‖ [Qn
m, H] 〉〉

)
m=1,..,M

, (1.4b)

which will be discussed in Section 4. The equation for ρ displays dissipative double commutators
[Q, [Q, ρ]] of the Lindblad type in (1.4a) with a correction term involving the nonlinear term ρ 7→
[Q, Cρ[Q,H]]. The latter term is continuous but not Lipschitz continuous on R. Moreover, we see a
clear coupling to the temperatures θm in the different heat baths.

In Section 6 we discuss the isothermal case where the underlying Hilbert spaceH is finite-dimensional,
i.e.H = Cdim H , which leads to the system

ρ̇ = [ρ,H]−
N∑
n=1

[
Qn, kB[Qn, ρ] +

1

θ∗
Cρ[Qn, H]

]
, (1.5)

where now the temperature θ∗ > 0 is fixed. This is a dissipative Hamiltonian system of the form
ρ̇ =

(
J(ρ)− 1

θ∗
K(ρ)

)
DF(ρ) for the free energy

F(ρ) = 〈〈 ρ ‖H 〉〉+ kBθ∗〈〈 ρ ‖ log ρ 〉〉.

Global existence of solutions is established in Theorem 6.2, and Theorem 6.4 provides conditions on
the coupling operators Qn such that all solutions satisfy ρ(t) → ρeq for t → ∞. In Section 5.3 we
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discuss the case dimH = 2 in detail and display the dynamics in suitable coordinates as an ODE in
R3.

The linear Lindblad systems (cf. [Lin83, Lin76, Gra82]) can be understood as approximations of
(1.5) after replacing the super-operator Cρ by the constant Cρeq . Using (1.3) we have Cρeq [Q,H] =
−kBθ∗[Q, ρeq] and arrive at (see Section 4.4),

ρ̇ = [ρ,H]−
N∑
n=1

[
Qn, kB[Qn, ρ− ρeq]

]
with ρeq =

1

Z
exp

( −1

kBθ∗
H
)
. (1.6)

Section 7 gives some analogies between the gradient structure ρ̇ = KQ(ρ)DSqm(ρ) used here
and two other entropy gradient structures for stochastic problems, namely that for the Fokker-Planck
equation introduced in [JKO98, Ott01] and that for reversible Markov chains introduced in [Maa11,
Mie11b]. All structures have the common feature that the mapping ρ 7→ K(ρ) is homogeneous of
degree 1, i.e. K(λρ) = λK(ρ). Moreover, K is defined in terms of couplings in the discrete case or
derivatives relating to transportation in the continuous case.

2 The GENERIC framework

The framework of GENERIC was introduced by Öttinger and Grmela in [GrÖ97, ÖtG97]. It is based on
a quintuple (Q, E ,S,J ,K), where the smooth functionals E and S on the state spaceQ denote the
total energy and the total entropy, respectively. Moreover,Q carries two geometric structure, namely a
Poisson structure J and a dissipative structureK, i.e., for each q ∈ Q the operators J (q) andK(q)
map the cotangent space T∗qQ into the tangent space TqQ. The evolution of the system is given by
the differential equation

q̇ = J (q)DE(q) +K(q)DS(q), (2.1)

where DE and DS are the differentials taking values in the cotangent space.

We refer to [GrÖ97, ÖtG97, Grm10] for applications in fluid mechanics, to [JHÖ06] for electromag-
netism, to [Mie11a] for applications of GENERIC in elastoplastic materials. The book [Ött05] contains
a general introduction with an emphasis towards numerical simulation. Subsequently we will mainly
dwell on the quantum mechanical papers [Ött10, Ött11].

2.1 The structure of GENERIC

The basic conditions on the geometric structures J and K are the symmetries

J (q) = −J (q)∗ and K(q) = K(q)∗ (2.2)

and the structural properties

J satisfies Jacobi’s identity,

K(q) is positive semi-definite, i.e., 〈ξ,K(q)ξ〉 ≥ 0.
(2.3)

Jacobi’s identity for J means {{F1,F2}J ,F3}J + {{F2,F3}J ,F1}J + {{F3,F1}J ,F2}J ≡ 0 for
all functions Fj : Q → R, where the Poisson bracket is defined via

{F ,G}J (q) := 〈DF(q),J (q)DG(q)〉.

4



Finally, the central condition states that the energy functional does not contribute to dissipative mecha-
nisms and that the entropy functional does not contribute to reversible dynamics, which is the following
non-interaction condition (NIC):

∀ q ∈ Q : J (q)DS(q) = 0 and K(q)DE(q) = 0. (2.4)

Of course, the structure of GENERIC is geometric in the sense that it is invariant under coordinate
transformations. Introducing new coordinates q = x(Y ) we define the transformed functionals E and
S in the usual way, namely

E(Y ) = E(x(Y )) and S(Y ) = S(x(Y )).

Moreover, the transformed geometric structures J and K are obtained via

J (Y ) = Dx(Y )−1J (x(Y ))Dx(Y )−∗ and K(Y ) = Dx(Y )−1K(x(Y ))Dx(Y )−∗, (2.5)

where Dx(Y )−∗ : T∗YY → T∗x(Y )Q denotes the adjoint of the inverse of Dx(Y ) : TYY → Tx(Y )Q.

Clearly, the transformed system Ẏ = J (Y )DE(Y ) + K(Y )DS(Y ) is equivalent to the original
system (2.1).

2.2 Properties of GENERIC systems

The first observation is that (2.3) and (2.4) imply energy conservation and entropy increase:

d

dt
E(q(t)) = 〈DE(q), q̇〉 = 〈DE(q),JDE +KDS〉 = 0 + 0 = 0, (2.6)

d

dt
S(q(t)) = 〈DS(q), q̇〉 = 〈DS(q),JDE +KDS〉 = 0 + 〈DS,KDS〉 ≥ 0. (2.7)

Note that we would need much less than the two conditions (2.3) and (2.4) to guarantee these two
properties. However, the next property needs (2.4) in its full strength.

Next, we show that equilibria can be obtained by the maximum entropy principle. If xeq maximizes S
under the constraint E(q) = E0, then we obtain a Lagrange multiplier λeq ∈ R such that DS(qeq) =
λeqDE(qeq). Assuming that λeq 6= 0 we immediately find that xeq is an equilibrium of (2.1). Indeed,

J (qeq)DE(qeq) = 1
λeq
J (qeq)DS(qeq) = 0 and K(qeq)DS(qeq) = λeqK(qeq)DE(qeq) = 0,

where we have used the NIC (2.4).

Vice versa, for every steady state qeq of (2.1) we must have

J (qeq)DE(qeq) = 0 and K(qeq)DS(qeq) = 0. (2.8)

Thus, in a steady state there cannot be any balancing between reversible and irreversible forces, both
have to vanish independently. To see this we simply recall the entropy production relation (2.7), which
implies 〈DS(qeq),K(qeq)DS(qeq)〉 for any steady state. Since K(qeq) is positive semidefinite, this
implies the second identity in (2.8). The first identity then follows from q̇ ≡ 0 in (2.1).
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2.3 Isothermal systems

Often temperature effects can be neglected and the model can be approximated by an isothermal
system. We show here how this can be deduced consistently from the GENERIC form if we add some
coupling to an external heat bath fixed to a given temperature θ∗ > 0. In particular, we will replace the
two functionals E and S by one, namely the free energy F∗ at the given temperature θ∗.

We start from a general system for the variable q = (y, θ) in the form(
ẏ

θ̇

)
=

(
J α
−αT 0

)(
DyE
DθE

)
+

(
K β
βT Λ

)(
DyS
DθS

)
−
(

0

A(θ−θ∗)

)
, (2.9)

where the coupling operator A is assumed to be positive definite. Defining the functional F◦(y, θ) =
E(y, θ)− θ∗S(y, θ), the system (2.9) takes the form(

ẏ

θ̇

)
=

(
J − 1

θ∗
K α− 1

θ∗
β

−αT − 1
θ∗
βT − 1

θ∗
Λ

)(
DyF◦

DθF◦

)
−
(

0

A(θ−θ∗)

)
.

The equation for ẏ reads ẏ =
(
J − 1

θ∗
K
)
DF◦ +

(
α − 1

θ∗
β
)
DθF◦, where the last term vanishes

to order O(‖θ−θ∗‖), see [Mie11a, Sect. 2.6] for more details. Defining the isothermal free energy
F∗(y) = F◦(y, θ∗) and neglecting all terms of order O(θ−θ∗) we arrive at the isothermal damped
Hamiltonian system

ẏ =
(
J(y, θ∗)−

1

θ∗
K(y, θ∗)

)
DF∗(y). (2.10)

Note that J still defines a Poisson structure and that K is positive semi-definite. Hence, F∗ is a
Liapunov function for (2.10).

3 Coupling of quantum and dissipative mechanics

3.1 Quantum mechanics

The quantum mechanical system is described by states in a Hilbert space H with scalar product
〈 · | · 〉 and a Hamiltonian (operator) H : D(H) → H , which is assumed to be selfadjoint and
semi-bounded, namely

∃hmin ∈ R ∀ψ ∈ D(H) : 〈Hψ|ψ〉 ≥ hmin‖ψ‖2.

The associated Hamiltonian dynamics is given via the Schrödinger equation

ψ̇ = −Hψ, where  =
i

~
, (3.1)

which has the solution ψ(t) = e−tHψ(0).

We denote by Lp(H) the Banach space of compact operators A fromH into itself, such that

‖A‖p :=
( ∞∑
j=1

σj(A)p
)1/p

<∞,
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where σj is the jth singular value of A (i.e. the jth largest eigenvalue of (A∗A)1/2). We refer to
[GoK69, Ch. III] for this and the following standard properties. Moreover,L∞(H) is the set of bounded
linear operators with ‖A‖∞ denoting the standard operator norm. For 1 ≤ p1 < p2 <∞ we have

Lp1(H) ⊂ Lp2(H) and ‖A‖p1 ≥ ‖A‖p2 for all A ∈ Lp1(H).

Moreover, if 1/p = 1/p1 + 1/p2 ≤ 1, then Hölder’s estimate holds

‖AB‖q ≤ ‖A‖p1‖B‖p2 for all A ∈ Lp1(H), B ∈ Lp2(H). (3.2)

On L1(H) the trace operator tr : L1(H) → C, A 7→
∑∞

j=1〈Aφj|φj〉 is well-defined, where
{φj | j ∈ N } is an arbitrary complete orthonormal system inH . Using the dual pairing

〈〈A ‖B 〉〉 := tr(AB∗),where tr(ψ⊗φ) = 〈ψ|φ〉,

we see thatL2(H) is a Hilbert space andLp(H)′
∼
= Lq(H) for 1 < p, q <∞ with 1/p+1/q = 1.

We will need the following elementary commutator relations:

〈〈A ‖BC 〉〉 = 〈〈B∗A ‖C 〉〉 = 〈〈AC∗ ‖B 〉〉, giving

〈〈A ‖ [B,C] 〉〉 = 〈〈 [B∗, A] ‖C 〉〉 = −〈〈 [A,B∗] ‖C 〉〉 = 〈〈 [A,C∗] ‖B 〉〉.
(3.3)

To couple a quantum system to a macroscopic one we need to describe it in terms of the multi-particle
form using the density matrices

ρ ∈ R := { ρ ∈ L1(H) | ρ = ρ∗ ≥ 0, tr ρ = 1 }.

Hence, each ρ ∈ R has the representation

ρ =
∞∑
j=1

rj ψj ⊗ψj, (3.4)

where rj ≥ 0,
∑∞

1 rj = 1, and {ψj |j ∈ N } is an orthonormal set. (Note that (ψ⊗φ)a := 〈a|φ〉ψ
and (ψ⊗φ)A = ψ⊗A∗φ.) Using (3.1) the evolution of ρ is given via the Liouville equation

ρ̇ = [ρ,H], where [ρ,H] := ρH−Hρ. (3.5)

This is consistent with (3.1) if each of the ψj solves (3.1) while all rj are constant.

Below we will use the von Neumann entropy

Sqm(ρ) = −kB〈〈 ρ ‖ log ρ 〉〉 = −kB tr(ρ log ρ) = −kB

∞∑
j=1

rj log rj. (3.6)

It is easy to see that the entropy remains constant in the Hamiltonian case.

While the single-commutator equation (3.5) gives rise to Hamiltonian dynamics, the following double-
commutator equation leads to dissipative dynamics:

η̇ = −[Q, [Q, η]] = −(Q2η − 2QηQ+ ηQ2), (3.7)
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where Q ∈ LpS(H) is a given operator. As Q can be written in the form
∑∞

n=1 qnφn⊗φn we easily
find that the corresponding coefficients ηnm(t) = 〈ρ(t)φn|φm〉 satisfy the ODE

η̇nm = −(qn−qm)2ηnm.

Thus, the double-commutator evolution diminishes all off-diagonal elements, while the diagonal ele-
ments of η (and hence the trace) remain unchanged. Hence, a typical dissipative quantum system is
Lindblad equation of the form

ρ̇ = [ρ,H]−
N∑
n=1

[
Qn, [Qn, ρ− ρeq]

]
. (3.8)

While it is well-known that this equation preserves the property that ρ(t) ∈ R it is less clear what the
longtime dynamics is and what suitable Liapunov function are. We will see later that the GENERIC
framework leads to a correction of (3.8), see Section 4.4.

3.2 Dissipative evolution

We assume that an additional variable z is present in the model that is dissipative. For simplicity,
we assume that z lies in a closed subset Z ⊂ Z = RN . The evolution is assumed to be purely
dissipative in the sense that it is a gradient flow with respect to the entropy S : Z → R, namely

ż = K(z)DS(z), where K(z) = K(z)T ≥ 0. (3.9)

We immediately obtain entropy production in the form

d

dt
S(z(t)) = DS(z) ·K(z)DS(z) ≥ 0.

If an energy E : Z → R is conserved along solutions z of (3.9), then the relation DE(z) ·
K(z)DS(z) ≡ 0 has to hold. Very often one imposes the stronger condition

K(z)DE(z) ≡ 0,

which is certainly sufficient, but not at all necessary.

3.3 Coupling of the models

We now couple the quantum and the dissipative system in the GENERIC sense. The joint state space
isQ = R×Z ⊂ L1

S(H)×RN , where the state is given by the pair (ρ, z). The energy functional E
and the entropy functional S take the form

E(ρ, z) = 〈〈H(z) ‖ ρ 〉〉+ E(z) and S(ρ, z) = −kB〈〈 ρ ‖ log ρ 〉〉+ S(z).

In the general case, the Hamiltonian H may depend on the dissipative variable z, but for our mathe-
matical results we assume that H is independent of z. For the Poisson structure we assume that the
variable z is totally dissipative, which means that J has block structure on the form

J (ρ, z) =

(
[ρ, � ] 0

0 0

)
,
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where � indicates, where the corresponding component of the vector applied from the right has to
be inserted. The dissipation operator is first defined in terms of the dissipation potential, which is
quadratic in the driving forces(

µ

ζ

)
= DS(ρ, z) =

(
DρS(ρ)

DzS(ρ, z)

)
=

(
−kB log ρ

DS(z)

)
.

In the following we use a special ansatz for the dissipation potential that is based on the physical
observation that a quantum mechanical system interacts with its environment only via the commutators
with respect to suitable coupling operators Qm(z) ∈ L∞S (H). This leads to

〈
K(ρ, z)

(
µ

ζ

)∣∣∣(µ
ζ

)〉
= ζ·Kdiss(ρ, z)ζ +

M∑
m=1

|||[Qm(z), µ−αm(ρ, z)·ζ H(z)]|||2Cm(ρ,z),

where αm(ρ, z) ∈ RN , Kdiss(ρ, z) ∈ RN×N is symmetric and positive semidefinite, and the super-
operators Cm(ρ, z) are symmetric and positive semidefinite on L2(H). (Here super-operators are
linear operator on Lp(H).) The norm ||| · |||C is defined via

|||A|||C := 〈〈CA ‖A 〉〉1/2 = ‖C1/2A‖2.

To simplify the following notations we introduce another super-operator

KQC : A 7→ [Q∗,C[Q,A]].

Using (3.3) the associated linear operator K takes the form

K(q) =

(
0 0
0 Kdiss

)
+

M∑
m=1

(
KQmCm

−(αm·�)KQmCm
H

−〈〈KQmCm
� ‖H 〉〉αm 〈〈KQmCm

H ‖H 〉〉αm⊗αm

)
,

where we have omitted the arguments ρ and z for simplicity. The occurrence of double commutators
KQmCm

indicates the dissipative nature of K .

To satisfy the NIC (2.4) we still need an assumption on K, namely

Kdiss(ρ, z)DzE(ρ, z)) = 0 and αm(ρ, z)·DzE(ρ, z)) = 1 for all m, ρ, z. (3.10)

These assumptions guaranteeK(q)DE(q) ≡ 0. Thus, J (ρ, z) and the symmetric and positive linear
operator K satisfy the NIC (2.4), i.e. J (ρ, z)DS(ρ, z) ≡ 0 and K(ρ, z)DE(ρ, z) ≡ 0. Now the
GENERIC formalism provides the evolutionary system for q = (ρ, z), namely

ρ̇ = [H(z), ρ]−
M∑
1

KQm(z)
Cm(ρ,z)

(
kB log ρ+αm(ρ, z)·DS(z)H(z)

)
,

ż = Kdiss(ρ, z)DS(z)+

+
M∑
1

〈〈KQm(z)
Cm(ρ,z)

(
kB log ρ+αm(ρ, z)·DS(z)H(z)

)
‖H(z) 〉〉αm(ρ, z).

(3.11)

In the following we will reduce the generality in order to obtain more structure.
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4 Canonical correlation

4.1 The Kubo-Mori metric

Following [Gra82, Ött11] we introduce a canonical correlation operator which associates with the
density matrix ρ in the following way: for each ρ ∈ R we define

Cρ :

{
L∞(H) → L1(H),

A 7→
∫ 1

0
ρsAρ1−sds.

(4.1)

The boundedness follows from Hölder’s estimate (3.2) giving

‖CρA‖q ≤ ‖ρ‖p1‖A‖p2 for
1

q
=

1

p1

+
1

p2

.

We further have the identity (CρA)∗ = Cρ(A∗) (using reparametrization and ρ = ρ∗). If ρ has the
representation

∑
rjψj ⊗ψj , then we have

CρA =
dim H∑
j,k=1

Λ(rj, rk)〈Aψk|ψj〉ψj ⊗ψk and 〈〈 CρA ‖A 〉〉 =
dim H∑
j,k=1

Λ(rj, rk)
∣∣〈Aψk|ψj〉∣∣2, (4.2)

where the continuous function Λ : [0,∞[2 → [0,∞[ is given by

Λ(a, b) =

∫ 1

0

asb1−sds =


a−b

log a−log b
for a, b > 0 and a 6= b,

a for a = b ≥ 0,
0 for min{a, b} = 0.

(4.3)

Note that Λ satisfies the bounds min{a, b} ≤
√
ab ≤ Λ(a, b) ≤ 1

2
(a+b) ≤ max{a, b}.

Thus, we have on L∞(H) the relations

〈〈 CρA ‖B 〉〉 = 〈〈A ‖ CρB 〉〉 and 〈〈 CρA ‖A 〉〉 ≥ 0,

which induce the scalar product (A,B) 7→ 〈〈 CρA ‖B 〉〉. This scalar product is called the canonical
correlation between A and B for the given state ρ in [KTH91, Ött11].

For ρ > 0 and dimH <∞ the operator Cρ is invertible, namely

GρA := C−1
ρ A =

∫ ∞
0

(ρ+sI)−1A(ρ+sI)−1 ds. (4.4)

This formula is most easily derived from (4.2) by using 1/Λ(a, b) =
∫∞

0

(
(a+s)(b+s)

)−1
ds. The

tensor Gρ defines the Bogoliubov-Kubo-Mori metric on the set of density matrices as follows, see
[Pet94, PeS99, MPA00]. For a curve [0, 1] 3 s 7→ ρ̃(s) we define its Kubo-Mori length `(ρ̃) via

`(ρ̃)2 =

∫ 1

0

〈〈 ρ̃′(s) ‖ Geρ(s)ρ̃′(s) 〉〉ds.
The relevance of the Bogoliubov-Kubo-Mori metric as a generalization of the Fisher information metric
is discussed in the above references. For our usage, the most important fact is the connection to the
von Neumann entropy Sqm, see (3.6). In fact, Gρ can be identified by its Hessian, namely

〈〈A ‖D2Sqm(ρ)B 〉〉 = −kB〈〈A ‖ GρB 〉〉.
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Open problem 1: Is the mapping R 3 ρ 7→ 〈〈A ‖ CρA 〉〉 concave for all A? A positive answer would
give good metric properties for the Riemannian manifold (R,Gρ), see [LiM12].

The following identities, which go back to [Kub66], play an important role in the field of dissipative
effects in quantum mechanics and manifest the relation between the von Neumann entropy Sqm and
the canonical correlation operator Cρ.

Proposition 4.1 For all A ∈ L∞S (H) and all ρ ∈ R with log ρ ∈ L∞S (H) we have[
CρA, log ρ

]
=
[
A, ρ] = Cρ

[
A, log ρ

]
. (4.5)

Proof: For the convenience of the reader we give a full proof. With P = log ρ we have ρ = eP and

[
CρA, log ρ

]
=

∫ 1

0

[
esPAe(1−s)P , P

]
ds =

∫ 1

0

esPA(e(1−s)PP )− (P esP )Ae(1−s)P ds

=

∫ 1

0

d

ds

(
− esPAe(1−s)P )ds = −

(
esPAe(1−s)P )1

0
=
[
A, eP

]
=
[
A, ρ

]
.

With slightly different grouping, we also obtain the second identity, namely

Cρ
[
A, log ρ

]
=

∫ 1

0

esP (AP − PA)e(1−s)P ds =

∫ 1

0

esPA(P e(1−s)P )− (esPP )Ae(1−s)P ds

=

∫ 1

0

d

ds

(
− esPAe(1−s)P )ds = . . . =

[
A, ρ

]
.

Thus, both identities are established.

The following result shows that Cρ ∈ Lin(L∞S (H),L1
S(H)) depends continuously on ρ ∈ R ∈

L1
S(H) with respect to the norm topology. This result will be crucial for our existence theory. This

property is derived from Phillips’ result on Hölder continuity for ρ 7→ ρs in the appropriate norms.

Proposition 4.2 For all ρ1, ρ2 ∈ L1
S(H) with ρ1, ρ2 ≥ 0 and all A ∈ L∞S (H) we have

‖Cρ1A− Cρ2A‖1 ≤ ω

(
‖ρ1−ρ2‖1
‖ρ1‖1+‖ρ2‖1

)(
‖ρ1‖1+‖ρ2‖1

)
‖A‖∞, (4.6)

where ω(ν) = 2 1−ν
| log ν| .

Proof: The proof relies on Phillips’ inequality (see [BhH88, Thm. 4]):

X = X∗ ≥ Y = Y ∗ ≥ 0 and p ≥ 1 =⇒ ‖X1/p − Y 1/p‖p ≤ ‖X−Y ‖1/p1 . (4.7)

We need the result a for the two non-ordered operators ρ1 and ρ2. For this we define V = ρ2 − ρ1

and decompose it into its positive and negative parts, namely V = V+ − V− with V+, V− ≥ 0. With
Z := ρ1 + V+ we have

Z = ρ1 + V+ ≥ ρ1 ≥ 0 and Z = ρ2 + V− ≥ ρ2 ≥ 0.
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Applying Phillips’ inequality (4.7) to these two ordered pairs we obtain

‖Z1/p − ρ1/p
1 ‖p ≤ ‖Z − ρ1‖1/p1 = ‖V+‖1/p1 and ‖Z1/p − ρ1/p

2 ‖p ≤ ‖Z − ρ2‖1/p1 = ‖V−‖1/p1 .

Thus, the triangle estimate gives the desired generalization of (4.7), namely

‖ρ1/p
2 − ρ1/p

1 ‖p ≤ ‖V+‖1/p1 + ‖V−‖1/p1 ≤ 21−1/p‖V ‖1/p1 = 21−1/p‖ρ1−ρ2‖1/p1 , (4.8)

where we have used ‖V+‖1 + ‖V−‖1 = ‖V ‖1 and

α1/p + β1/p ≤ 21−1/p(α+β)1/p for all p ≥ 1, α, β ≥ 0. (4.9)

We now estimate Cρ1A− Cρ2A in L1
S(H) as follows:

‖Cρ1A−Cρ2A‖1 ≤
∫ 1

s=0

‖ρs1Aρ1−s
1 −ρs2Aρ1−s

1 ‖1 + ‖ρs2Aρ1−s
1 −ρs2Aρ1−s

2 ‖1 ds

≤
∫ 1

s=0

‖ρs1−ρs2‖1/s‖A‖∞‖ρ1−s
1 ‖1/(1−s) + ‖ρs2‖1/s‖A‖∞‖ρ1−s

1 −ρ1−s
2 ‖1/(1−s) ds

≤ ‖A‖∞
∫ 1

r=0

‖ρr1−ρr2‖1/r
(
‖ρ1‖1−r1 +‖ρ2‖1−r1

)
dr

≤ ‖A‖∞
∫ 1

r=0

21−r‖ρ1−ρ2‖r1 21−(1−r)(‖ρ1‖1+‖ρ2‖1
)1−r

dr,

where we have used (4.8) and (4.9) for the last estimate. Calculating the integral in the last expression
gives the desired estimate (4.6).

We emphasize that R 3 ρ 7→ Cρ ∈ Lin(L∞S (H),L1
S(H), if R is equipped with the norm of L1

S(H).
Moreover, assuming dimH < ∞ and writing int R = { ρ | ρ > 0 } we see that int R 3 ρ 7→ Cρ
is an analytic function. For this we use that R = log ρ is an analytic function on int R and that
CρA =

∫ 1

0
esRAe(1−s)Rds.

4.2 GENERIC systems with canonical correlation

We now specialize the general system (3.11) by choosing all the operators Cm equal to Cρ, as sug-
gested in [Ött11]. However, we note that the dissipative bracket in [Ött11, Eqn. (10)] does not have the
form assumed here. The point is now that the interaction of Cρ with log ρ simplifies the evolutionary
system considerably by invoking (4.5) giving

KQCρ log ρ =
[
Q, [Q, ρ]

]
,

where the right-hand side is continuous, in contrast to log ρ. We arrive at the system

ρ̇ = 
[
H(z), ρ

]
−

M∑
1

(
kB

[
Qm(z), [Qm(z), ρ]

]
+ αm(ρ, z)·DS(z)KQm(z)

Cρ H(z)
)
,

ż = Kdiss(ρ, z)DS(z)

+
M∑
1

〈〈 kB

[
Qm(z), [Qm(z), ρ]

]
+ αm(ρ, z)·DS(z)KQm(z)

Cρ H(z) ‖H(z) 〉〉αm(ρ, z).

(4.10)
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The most important feature of this system is that the singular term log ρ in the right-hand side has
disappeared. Under suitable further assumptions the right-hand side forms a continuous vector field,
which wasn’t the case for (3.11).

We simplify the above system even further by assuming that it consists of M heat baths with temper-
atures θ = (θ1, . . . , θM) and heat capacities c1, . . . , cM > 0. Each heat bath can interact with the
quantum system by a finite number of coupling operatorsQn

m, n = 1, ..., NM , which are independent
of θ. Writing shortly c = (cm) we have the following GENERIC system (Q, E ,S,J ,K) with

Q = R× ]0,∞[M , q = (ρ, θ), (4.11a)

E(q) = tr(ρH) + c · θ, S(q) = −kB tr(ρ log ρ) +
∑M

m=1 cm log θm, (4.11b)

J (q) =

(
[ρ,�] 0

0 0

)
, K(q) = D2Ψ∗(ξ,τ)(q; ξ, τ), (4.11c)

where the dual dissipation potential Ψ∗ is given by

Ψ∗(ρ, θ; ξ, τ) = 1
2

∑M
m=1

∑Nm
n=1 |||[Qn

m, ξ− τm
cm
H]|||2Cρ

+ 1
2
τ · κτ,

where κ ∈ RM×M
sym is positive semidefinite with kernelκ = span c. A typical choice for κ is given

by τ · κτ =
∑M−1

m=1

∑M
l=m+1 κml

(
τm
cm
− τl
cl

)2
, where the positive coefficients κml give the direct heat

transfer between the heat baths m and l. We have the NIC (2.4) because (i) DE(q) = (H, c) and
Ψ∗(q; (H, c)) ≡ 0 imply K(q)DE(q) ≡ 0 and (ii) DS(q) = (−kB log ρ, ∗) implies J (q)DS(q) ≡
0.

The differential equation generated by the GENERIC system (Q, E ,S,J ,K) is

ρ̇ = [ρ,H]−
M∑
m=1

Nm∑
n=1

[
Qn
m , kB[Qn

m, ρ] +
1

θm
Cρ[Qn

m, H]
]
, (4.12a)

θ̇ = κ
(
cm
θm

)
m=1,...,M

+
( 1

cm

Nm∑
n=1

〈〈 kB[Qn
m, ρ]+ 1

θm
Cρ[Qn

m, H] ‖ [Qn
m, H] 〉〉

)
m=1,..,M

. (4.12b)

We nicely see the correction terms 1
θm

[
Qn
m, Cρ[Qn

m, H]
]

to the otherwise linear Lindblad system

ρ̇ = [ρ,H]− kB

∑M
m=1

∑Nm
n=1

[
Qn
m, [Q

n
m, ρ]

]
.

If dimH < ∞ the right-hand side of (4.12) is analytic in the interior of Q, i.e. in int R × ]0,∞[M ,
while it is continuous onQ. Hence, solutions starting in the interior are unique as long as they stay in
the interior. In [MiN12] the global existence of solutions for (4.12) will be established. The difficulties
arise if solutions reach the boundary of Q, where the extension is nontrivial and may be nonunique.
In Section 6 we only discuss an existence result for the simplified model presented in Section 5.

4.3 Steady states

We finally discuss the steady states for (4.12). By strict convexity of S there is a unique maximizer
qeq = (ρeq, θeq) ∈ Q subject to the constraint E(q) = E0, as soon as E0 > λmin(H). The latter
condition is needed to make the admissible set { q ∈ Q | E(q) = E0 } nonempty. The unique
maximizer takes the form

θeq(E0) = θ∗(E0)(1, ..., 1) and ρeq =
1

Z(E0)
exp

( −1

kBθ∗(E0)
H
)
. (4.13)
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By Section 2.2 we know that all qeq(E0) are steady states of (4.12).

The following result provides conditions showing that the family qeq(E0) provides the only steady
states q = (ρ, θ) of (4.12) satisfying ρ > 0.

Theorem 4.3 Assume kernelκ = span c and that (Qn
m) m=1,...,M

n=1,...,Nm

and H satisfy:

If A = A∗ ∈ Lin(H), [H,A] = 0, and
∀m = 1, ...,M ∀n = 1, ..., Nm : [Qn

m, A] = 0,
then A = αI for some α ∈ R.

(4.14)

Then, all steady states q = (ρ, θ) ∈ Q of (4.12) satisfying ρ > 0 have the form qeq(E0) for some
E0 ∈ R.

Proof: If q is a steady state with q = (ρ, θ) with ρ > 0, then 2Ψ∗(q,DS(q)) = d
dt
S(q) = 0. Hence,

we have

0 = κDθS(q) = κ
(
cm
θm

)
m=1,...,M

, 0 = ‖[Qn
m,−kB log ρ− 1

θm
H]‖Cρ .

Using kernelκ = span c we obtain θ = (θ0, ..., θ0). Since ρ > 0 we have ‖A‖Cρ = 0 if and only if
A = 0, whence

∀m = 1, ...,M ∀n = 1, ..., Nm : [Qn
m, kB log ρ+ 1

θ0
H] = 0.

Inserting this into (4.12a) with ρ̇ = 0 (for a steady state) we also find [ρ,H] = 0. The latter implies
[H, kB log ρ+ 1

θ0
H], and we can apply (4.14) to A = kB log ρ+ 1

θ0
H . Now kB log ρ+ 1

θ0
H = αI

implies the desired result.

In general it seems difficult to exclude steady states q = (ρ, θ) with det ρ = 0. We refer to Section
5.3 for an example where (4.14) does not hold and where a whole segment of equilibria exists for each
E0.

Open problem 2: Provide minimal assumptions on H , Qn
m, and κ to guarantee that there are no

steady states with det ρ = 0.

4.4 Comparison to the Lindblad equation

Most often dissipative quantum mechanics is described in terms of the Lindblad equation (cf. [Lin76,
Gra82, Lin83]). In the isothermal case θm = θ∗, (4.12a) takes the nonlinear form

ρ̇ = [ρ,H]−
M∑
m=1

Nm∑
n=1

[
Qn
m, kB[Qn

m, ρ] +
1

θ∗
Cρ[Qn

m, H]
]
, (4.15)

where now the free energy F∗(ρ) = kBθ∗〈〈 ρ ‖ log ρ 〉〉+ 〈〈 ρ ‖H 〉〉 is a Liapunov function.

The corresponding linear Lindblad equation is obtained from (4.15) simply by replacing Cρ by Cρeq

where we take the ρε = 1
Z

exp
( −1
kBθ∗

H
)
. Using the commutator relation (4.5) we have Cρeq [Qn

m, H] =
−kBθ[Q

n
m, ρeq] and arrive at

ρ̇ = [ρ,H]−
M∑
m=1

Nm∑
n=1

[
Qn
m , kB [Qn

m , ρ− ρeq ]
]
. (4.16)
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The striking advantage of the Lindblad equation is its linearity. We will see in Section 6 that it also
leaves R invariant, i.e. it preserves the trace condition tr ρ = 1, the symmetry ρ = ρ∗, and the
positivity ρ ≥ 0.

However, for the coupling to the exterior like heat baths it is less useful. Note that ρeq has to be known
already. In general, the equilibrium ρeq will depend in a complicated and nonlinear way on the other
variables, e.g. ρeq(θ) in (4.12). More importantly, one has to model the influence of ρ−ρeq(θ) on the
other variables in a self-consistent way. In particular, energy conservation and nonnegative entropy
production rates have to be guaranteed.

5 A simple coupled system

5.1 The case of one heat bath

We simplify the above problem even further, by assuming that there is only one dissipative interaction
term (i.e. m = 1) with one coupling operator Q (i.e. N1 = 1). Moreover, the matrix κ disappears as
c > 0 and κc = 0. The system reduces to

ρ̇ = 
[
H, ρ

]
−
[
Q, kB

[
Q, ρ

]
+

1

θ
Cρ
[
Q,H

]]
,

θ̇ =
1

c
〈〈 kB

[
Q, ρ

]
+

1

θ
Cρ
[
Q,H

]
‖
[
Q,H

]
〉〉.

(5.1)

Energy and entropy are given by

E(ρ, θ) = 〈〈 ρ ‖H 〉〉+ cθ and S(ρ, θ) = −kB tr(ρ log ρ) + c log θ

It is easy to check that E is conserved along solutions while S is nondecreasing. For this, set Φ =
−kB log ρ− 1

θ
H , where Φ can be seen as the driving force for irreversible processes as DS− 1

θ
DE =

(Φ, 0)T, see [Mie11a]. With these abbreviations system (5.1) takes the form

ρ̇ = 
[
H, ρ

]
+KQρ Φ, θ̇ = −1

c
〈〈KQρ Φ ‖H 〉〉.

Hence, we easily find

d

dt
E(ρ(t), θ(t)) = 〈〈 ρ̇ ‖H 〉〉+ cθ̇ = 0 + 〈〈KQρ Φ ‖H 〉〉 − 〈〈KQρ Φ ‖H 〉〉 = 0,

d

dt
S(ρ(t), θ(t)) = 〈〈 ρ̇ ‖−kB log ρ 〉〉+ c

θ̇

θ
= 0 + 〈〈KQρ Φ ‖−kB log ρ 〉〉 − 1

θ
〈〈KQρ Φ ‖H 〉〉

= 〈〈KQρ Φ ‖Φ 〉〉 = 〈〈 Cρ
[
Q,Φ

]
‖
[
Q,Φ

]
〉〉 ≥ 0.

5.2 Elimination of the temperature

Since θ > 0 is only a scalar, we may eliminate it by using the invariance of the energy by assuming
E(ρ, θ) = E0. Then, θ = (E0−〈〈 ρ ‖H 〉〉)/c and we can reduce system (5.1) to the single equation
for ρ:

ρ̇ = 
[
H, ρ

]
−
[
Q, kB

[
Q, ρ

]
+

c

E0 − 〈〈 ρ ‖H 〉〉
Cρ
[
Q,H

]]
, (5.2a)
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which has the negative entropy −S̃ as a Liapunov functional, where

S̃(ρ) = −kB〈〈 ρ ‖ log ρ 〉〉+ c log
(
E0−〈〈 ρ ‖H 〉〉

)
. (5.2b)

Note that S̃ is still a strictly concave function on the compact set R. Hence, assuming that E0 is given
such that S̃ is finite at least at one point in R, then there is a unique maximizer ρ∗ given via

θ∗ = (E0 − 〈〈 ρ∗ ‖H 〉〉)/c > 0 and ρ∗ =
1

Z
exp

(
− 1
kBθ∗

H
)
. (5.3)

In fact, we are now easily able to pass to the isothermal limit in the sense of Section 2.3. We assume
that E0 and c tend to∞ while H and Q are fixed. Assuming E0/c→ θ∗ > 0 we find the expansion

c log
(
E0−〈〈 ρ ‖H 〉〉

)
= c logE0 −

c

E0

〈〈 ρ ‖H 〉〉+O(c/E2
0),

where we use that ρ ∈ R is bounded. Thus, we find the free energy

F∗(ρ) = lim
c,E0→∞
E0/c→θ∗

(
E0 logE0 − θ∗S̃(ρ)

)
= 〈〈 ρ ‖H 〉〉+ kBθ∗〈〈 ρ ‖ log ρ 〉〉, (5.4a)

and the simplified isothermal evolutionary system

ρ̇ = 
[
H, ρ

]
−
[
Q, kB

[
Q, ρ

]
+

1

θ∗
Cρ
[
Q,H

]]
. (5.4b)

5.3 The case dimH = 2

In the case that the basic Hilbert space H is two-dimensional, i.e. H = C2, we can write (5.4)
explicitly by introducing suitable coordinates. While in the general case H = Cn the set R can be
seen as a real (n2−1)-dimensional manifold with piecewise smooth boundary, the case n = 2 is
special, because R has a smooth boundary and can be identified by the closed ballA = B1/2(0) ⊂
R3 as follows:

R = { ρ = ρ̂(a) | a ∈ A}, where ρ̂(α, β, γ) =

(
1
2

+ α β + iγ
β − iγ 1

2
− α

)
.

Using z = β + γ and r = |a| the eigenvalues r± and eigenvectors ψ± of ρ̂(a) are

r± =
1

2
± r, ψ± =

1√
2r(r∓α)

(
z

−α± r

)
.

Thus, Cbρ(a) can be written out explicitly using (4.2). In particular, choosing H and Q we are able to
write (5.2) and (5.4b) as explicit ODE systems in the three variables (α, β, γ). For didactical purposes
we will do this for the special case

H =

(
h1 0
0 h2

)
and Q =

(
0 q
q 0

)
,
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where h1, h2, q ∈ R. In treating this example, we will see some of the difficulties in proofing the
existence of solutions and the convergence of all solutions into the unique thermodynamic equilibrium
ρ∗. We first note that the free energy F∗ has the form

F̂(a) = F∗(ρ̂(a)) = kBθ∗
(
(1

2
+r) log(1

2
+r) + (1

2
−r) log(1

2
−r)

)
+ 1

2
(h1+h2)− (h2−h1)α.

Some lengthy calculations, using the explicit form of r±, ψ± and (4.2), give

Cbρ(a)

(
0 1
−1 0

)
=

(
−iγ

(
1 + 1−2λ

2r2
α
)

λ+1−2λ
2r2

γ2 − i1−2λ
2r2

β
−λ−1−2λ

2r2
γ2 − i1−2λ

2r2
β iγ

(
1−2λ
2r2

α− 1
) )

,

where λ = λ(r) = Λ(1
2
+r, 1

2
−r). Using λ(0) = 1/2 we see that r 7→ (λ(r), 1−2λ(r)

2r2
) is analytic

on [0, 1/2[ and continuous on [0, 1/2]. Thus, we see that a 7→ Cbρ(a)

(
0 1
−1 0

)
is smooth in the interior

of A and continuous on the closed ball A, as predicted by Proposition 4.2. Inserting this into (5.4b)
leads to the system α̇

β̇
γ̇

 =

 0
(h2−h1)γ
(h1−h2)β

− kBq
2

 4α
0

4γ

+
q2(h2−h1)

θ∗

 2λ+1−2λ
r2

γ2

0
−1−2λ

r2
αγ

 . (5.5)

It is also instructive to see the isothermal form of the GENERIC system as given in (2.10). Using the
coordinates a = (α, β, γ)T ∈ A and r = |a| we have

DF̂(a) =
2kBθ∗
λ(r)

 α
β
γ

−
 h2−h1

0
0

 , Ĵ(a) =

 0 γ −β
−γ 0 α
β −α 0

 ,

K̂(a) = q2

 2λ(r) 0 0
0 0 0
0 0 2λ(r)

+
q2(1−2λ(r))

r2

 γ2 0 −αγ
0 0 0
−αγ 0 α2

 .

It is now easy to see that (5.5) is given in the form ȧ =
(
Ĵ(a) − 1

θ∗
K̂(a)

)
DF̂(a). Moreover, we

see that the Poisson structure Ĵ on A is the classical Lie-Poisson structure on R3 used for Euler’s
equation for rigid bodies, cf. [AbM78, MaR99]. Moreover, we see that there is no dissipation in the
β-component, since its direction is parallel to Q and, thus, vanishes in the commutator.

In particular, we see that all solutions starting inA remain there. In fact,

1
2

d
dt
r2 = 1

2
d
dt
|a|2 = a · ȧ = −4kBq

2(α2+γ2) + 2q2

θ∗
(h2−h1)αλ(|a|) (5.6)

implies that for a ∈ ∂A (i.e. r = |a| = 1/2) we have ṙ ≤ 0 because of λ(1/2) = 0. Moreover,
solutions immediately move into the interior of A except when starting in a(0) = (0,±1/2, 0)T,
where ȧ = ±(0, 0, (h1−h2)/2)T. Hence, except for the case h1 = h2 also in this case the solutions
leave the boundary ofA.

The following general result on the dynamics of the simple ODE system (5.5) is an immediate conse-
quence of the above derivations.

Theorem 5.1 System (5.5) has for each initial condition a(0) ∈ A a global solution, along which F̂
is nonincreasing. Solutions with |a(0)| < 1/2 are unique and never touch the boundary ∂A.
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In the purely Hamiltonian case q = 0 the solution are periodic with α(t) = α(0) and r(t) = r(0),
i.e. the free energy F̂(a(t)) is constant.

For q 6= 0 all solutions a(t) converge to a steady state for t → ∞. If h1 6= h2 this is the unique
steady state a∗ corresponding to ρ∗ = ρ̂(a∗) given in (5.3) and minimizing F̂ .

If h1 = h2, then β(t) = β(0) while (α(t), γ(t)) = e−4kBq
2t(α(0), γ(0)).

Finally, we compare the solutions of the GENERIC system (5.5) with the corresponding linear Lindblad
system, where the nonlinear term [Q, Cρ[Q,H]] is replaced by the constant term [Q, Cρeq [Q,H]] =
−kBθ∗[Q, [Q, ρeq]] = const. in (5.4b), namely α̇

β̇
γ̇

 =

 0
(h2−h1)γ
(h1−h2)β

− 4kBq
2

 α− αeq

0
γ

 , (5.7)

where αeq depends on θ∗ and h2−h1. Note that the dynamics of α and (β, γ) are mutually uncoupled,
which is certainly not the case in (5.5).

6 Existence and convergence into equilibrium

Here we restrict ourselves to the finite-dimensional setting assuming H = Cn for n ≥ 2. To keep
notations simple we study the case without temperature, i.e. we either consider the isothermal case
(5.4) or the full case (5.2) for a given value of E0, see Section 5.2. In both cases the driving functional
(now being a Liapunov functional) has the form

F(ρ) = e 〈〈 ρ ‖ log ρ 〉〉+m(〈〈 ρ ‖H 〉〉),

where e > 0 and m : R→ R ∪ {∞} is continuous convex function. Our state space is the compact
set R and the equation we study is

ρ̇ = V(ρ) := [H, ρ]−
N∑
n=1

[
Qn, Cρ[Qn,DF(ρ)]

]
= [H, ρ]− e

N∑
n=1

[
Qn, [Qn, ρ]

]
−m′(〈〈 ρ ‖H 〉〉)

N∑
n=1

[
Qn, Cρ[Qn, H]

]
.

(6.1)

6.1 Existence via a modified explicit Euler scheme

The construction of solutions uses an explicit Euler scheme with a slight modification to keep the
property ρ ∈ R. Consider the time interval [0, t0], choose an integer N , and define the time step
δ = t0/N . For a given initial condition q0 we define incrementally

ρk+1 = PR

(
ρk + δV(ρk)

)
. (6.2)

18



Here we introduced the projection operator PR that maps arbitrary matrices with trace 1 to elements
in R in the following way

PR

( n∑
i=1

rjψi⊗ψi
)

= 1Pn
i=1 max{0,rj}

n∑
i=1

max{0, rj}ψi⊗ψi.

The necessary properties of PR are given in the following lemma.

Lemma 6.1 The nonlinear projector PR satisfies:

(i) ∃ C > 0 ∀ ρ1, ρ2 ∈ Cn×n
S with tr ρj = 1:

dist(ρj,R) ≤ 1/2 =⇒ ‖PR(ρ1)− PR(ρ2)‖ ≤ C‖ρ1 − ρ2‖.
(ii) If R 3 ρk → ρ ∈ R, and δk → 0, then 1

δk

(
PR

(
ρk+δkV(ρk)

)
− ρk

)
→ V(ρ).

Proof: Assertion (i) is clear by the classical Lipschitz continuity of orthogonal projections.

For assertion (ii) we distinguish the cases ρ > 0 and ρ ∈ ∂R. In the first case convergence (ii) follows
easily by the continuity of V , because for sufficiently large k the projection PR acts as identity.

Now assume ρ =
(
σ 0
0 0

)
with σ > 0. In particular, we split the space H = H1 ⊕H2 and write all

operators as 2× 2-block operators with respect to this splitting. We find

Cρ
(
A11 A12

A21 A22

)
=

(
CσA11 0

0 0

)
(6.3)

and conclude that V(ρ) =
(
α β
β∗ 0

)
. To show (ii) we use the decomposition

1
δk

(
PR

(
ρk+δkV(ρk)

)
− ρk

)
= V 1

k + V 2
k + V(ρ),

where V 1
k := 1

δk

(
PR

(
ρk+δkV(ρk)

)
−PR

(
ρk+δkV(ρ)

))
and V 2

k := 1
δk

(
PR

(
ρk+δkV(ρ)

)
−
(
ρk+δkV(ρ)

))
,

which means that we have to show V 1
k → 0 and V 2

k → 0. By the Lipschitz continuity (i) and the
continuity of V on R we have ‖V 1

k ‖ ≤ C‖V(ρk)−V(ρ)‖ → 0.

For the second term we establish the decomposition

ρk := ρk + δkV(ρ) = ρ̃k + δkWk with ρ̃k ∈ R and Wk → 0. (6.4)

Then, PR(ρ̃k) = ρ̃k implies the estimate

‖V 2
k ‖ = 1

δk
‖PR(ρk)− ρk‖ ≤ 1

δk
‖PR(ρk)−PR(ρ̃k)‖+ 1

δk
‖ρ̃k−ρk‖ ≤ (C+1)‖Wk‖ → 0,

which establishes the convergence in (ii).

It remains to show (6.4). We use the notation

ρk =

(
σk bk
b∗k ck

)
and ρk = ρk + δkV(ρ) =

(
Σk Bk

B∗k ck

)
,

19



i.e. Σk = σk + δkα and Bk = bk + δkβ. As an intermediate decomposition we let

ρk = ρ̂k +

(
0 0
0 δkγk

)
, where γk = 1

δk

(
b∗kσ

−1
k bk−B∗kΣ−1

k Bk

)
.

Here ρ̂k is positive semidefinite because of

ρ̂k =

(
Σk Bk

B∗k B∗kΣ
−1
k Bk

)
+

(
0 0
0 ck − b∗kσ−1

k bk

)
,

where the first and second operator are positive semidefinite because of σ ≈ Σk > 0 and ρk ≥ 0,
respectively. Using tr ρ̂k = 1− δk tr γk ≈ 1, we now let

ρk = ρ̃k + δkWk with ρ̃k = 1
1−δk tr γk

ρ̂k and Wk =

(
0 0
0 γk

)
− (tr γk) ρ̃k.

By construction we have ρ ≈ ρ̃k ∈ R and it remains to be shown γk → 0. Using ρk → 0 we have
bk → 0 and, hence, obtain

‖γk‖ ≤
C1

δk

(
‖Bk−bk‖(‖bk‖+‖Bk‖) + ‖σk−Σk‖(‖Bk‖+‖bk‖)2

)
≤ C2(‖bk‖+ δk)→ 0.

This completes the proof of the lemma.

With this lemma at hand, we obtain our global existence result. In contrast to the subsequent conver-
gence result, we don’t need any specific properties of H, Q1, ..QN . In [MiN12] we will show that the
existence result can be extended to more general systems containing several heat baths, e.g. (4.12).

Theorem 6.2 Consider e, m, H , and arbitrary coupling operators Qn as defined at the beginning of
this section. Then, for all initial conditions ρ0 ∈ R there is a global solution ρ ∈ C1([0,∞[ ; R) of
(6.1) with ρ(0) = ρ0.

Proof: The proof follows easily using the incremental approach based on the modified explicit Euler
scheme (6.2). Since the vector field V is continuous on the compact set R it is bounded. For a given
time increment δ > 0 we obtain the incremental approximations ρkδ and form two interpolants, namely
ρ̂δ : [0,∞[→ R and ρδ : [0,∞[→ R, where ρ̂δ is continuous and piecewise affine, whereas ρδ is
piecewise constant and continuous from the right, i.e. ρδ(t) = ρkδ for kδ ≤ t < (k+1)δ. Obviously,
these interpolants satisfy

d

dt
ρ̂δ(t) = 1

δ

(
PR

(
qδ+δVR(qδ)

)
− qδ

)
for all t ∈ [0,∞[ \ { δk | k ∈ N }. (6.5)

Moreover, the sequence ρ̂δ is uniformly Lipschitz continuous and, thus, admits a uniformly converging
subsequence with δ = δk → 0 and a limit q : [0, t0]→ Q. Moreover, we may assume d

dt
ρ̂δ

∗
⇀ w in

L∞([0,∞[; L2
S(H)). Using Lemma 6.1 and the uniform convergence of ρδ to ρ, the right-hand side in

(6.5) converges uniformly to V(ρ(t)). Standard ODE arguments show that ρ ∈ C1([0,∞[; L2
S(H))

with ρ̇ = w, such that ρ̇ = V(ρ). Hence, ρ is a solution of (6.1).

Open problem 3: Do we have uniqueness if every solution leave, the boundary of R immediately?
What are conditions on H and Qn to guarantee this property?
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6.2 Convergence into the thermodynamic equilibrium

One problem in our system is that the functional F (or more general the entropy S(ρ, θ)) is not
differentiable on the boundary ∂R of R. Thus, it is not clear how to show that F is a strict Liapunov
function along solutions staying on ∂R. Thus, we will first provide some general conditions on the
coupling operators Qn such that ∂R is transversally repelling, i.e. each solution leaves the boundary
to the inside with a positive speed.

For a familyQ = (Q1, ..., QN) ∈ L2
S(H)Nwe define

µ(Q) := inf{ fQ(ψ, φ) | |ψ| = |φ| = 1, 〈ψ|φ〉 = 0 } where fQ(ψ, φ) =
N∑
n=1

|〈Qnψ|φ〉|2.

Clearly, we have µ(Q) if Q = (Q) and dimH ≥ 2, since then we may choose two orthogonal
eigenvectors of Q. However, forQ = (Q1, Q2) with

Q1 =

(
1 0
0 −1

)
and Q2 =

(
0 1
1 0

)
we find µ(Q) > 0.

Open problem 4: What is the minimal number N for a given dimH such that there exists Q =
(Q1, ..., QN) with µ(Q) > 0 ?

Proposition 6.3 Assume that (6.1) satisfies additionally µ(Q) > 0, then all solutions ρ : [0,∞[ →
R with ρ(0) ∈ int R satisfy inf{ dist(ρ(t), ∂R) | t ≥ 0 } > 0. Moreover, there exist t0 > 0 such
that for each solutions with ρ(0) ∈ ∂R we have dist(ρ(t), ∂R) ≥ eµ(Q)t > 0 for t ∈ ]0, t0].

Proof: Since ρ =
∑dim H

k=1 rkψk⊗ψk we have ρ ∈ ∂R if and only if det ρ =
∏dim H

k=1 rk = 0. This
implies dist(ρ, ∂R) ≥ min{ rk | k = 1, .., dimH }. Moreover, from the equation ρ̇ = V(ρ) and
ρ(t) =

∑dim H
k=1 rk(t)ψk(t)⊗ψk(t) we obtain easily the relation

ṙk(t) = 〈〈 V(ρ(t)) ‖ψk(t)⊗ψk(t) 〉〉 = 〈V(ρ(t))ψk(t)|ψk(t)〉.

Now assume ρ(t) ∈ ∂R, which means that there exists k with rk(t) = 0. For the three terms of V in
(6.1) we obtain 〈〈 [ρ,H] ‖ψk(t)⊗ψk(t) 〉〉 = 〈〈H ‖ [ρ, ψk(t)⊗ψk(t)] 〉〉 = 0 using (3.3). Invoking
the block structure (6.3) withH2 = spanψk we find (CρA)ψk(t)⊗ψk(t) = ψk(t)⊗ψk(t)(CρA) =
0 for all A and conclude

〈〈 [Q, CρB] ‖ψk(t)⊗ψk(t) 〉〉 = 〈〈 [CρB,ψk(t)⊗ψk(t)] ‖Q 〉〉 = 〈〈 0− 0 ‖Q 〉〉 = 0.

Thus, only the Lindblad terms in V(ρ) remain. Using the abbreviation Ej = ψj(t)⊗ψj(t) and
rk(t) = 0 we obtain the relation

ṙk(t) = −e
N∑
n=1

〈〈 [Qn, [Qn, ρ]] ‖Ek 〉〉 = −e
dim H∑
j=1

rk

N∑
n=1

〈〈 [Qn, [Qn, Ek]] ‖Ek 〉〉

= 2e
∑
j 6=k

rk

N∑
n=1

|〈Qnψj|ψk〉|2 ≥ 2e
∑
j 6=k

rk µ(Q) = 2eµ(Q),
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where we used rk = 0 to drop the term for j = k and 〈〈 [Q, [Q,Ej]] ‖Ek 〉〉 = −2|〈QΨj|Ψk〉|2 for
j 6= k. By the assumptions e > 0 and µ(Q) > 0 and the compactness of ∂R, the continuity of V
guarantees that ṙk(t) ≥ eµ(Q) > 0 whenever dist(ρ(t), ∂R) ≤ δ for some δ > 0. Now all the
assertions of the proposition follow by standard ODE arguments.

The above proposition shows that we only need to consider solutions lying in the interior of R, where
F is smooth and where the dissipation relation

d

dt
F(ρ(t)) = −2Ψ∗(ρ,DF(ρ)) = −

N∑
n=1

|||
[
Qn, e log ρ+m′(〈〈 ρ ‖H 〉〉)H

]
|||2Cρ

holds. Hence,F is a Liapunov function but not necessarily a strict Liapunov function. The latter means
that F is strictly decreasing along t 7→ ρ(t) whenever ρ is not constant (recall that we have unique-
ness of solutions in the interior of R). In fact, (6.1) still allows for (linear) Hamiltonian dynamics in a
subspaceH0 if this subspace is left invariant by H and Qn|H0 = 0 for all n.

The following result shows that a slight strengthening of the commutator condition (4.14), which was
used to establish the uniqueness of steady states, is sufficient to show that F is a strict Liapunov
function.

Theorem 6.4 Assume that the system (6.1) satisfies µ(Q) > 0 and the strengthened commutator
relation

A ∈ L2
S(H) and ∀n = 1, ..., N : [Qn, A] = 0 =⇒ ∃α ∈ R: A = αI. (6.6)

Then, all solutions ρ : [0,∞[→ R of (6.1) satisfy ρ(t)→ ρeq, where ρeq is the unique minimizer of
F .

Proof: It remains to show that F is a strict Liapunov function. For this we have to investigate the set
Ψ∗(ρ,DF(ρ)) = 0. Using Cρ > 0 for ρ ∈ intR condition (6.6) gives e log ρ + m′(..)H = αI .
Thus, we have ρ = c exp(−γH) with eγ = m′(〈〈 ρ ‖H 〉〉), where c > 0 and γ ∈ R have to
satisfy 1 = c tr exp(−γH) and eγ = m′(c〈〈 exp(−γH) ‖H 〉〉). Because of the monotonicity ofm′

(convexity of m) there is exactly one solution which defines ρeq. Now, the convergence to the unique
steady state follows by the principle of Krasovskii and La Salle, cf. [HiS74].

Open problem 5: What are weaker conditions that guarantee that all solutions converge into some
steady state? When is F a strict Liapunov function?

7 Comparison to stochastic gradient structures

In this section we restrict ourselves to purely dissipative systems, which don’t have any Hamiltonian
part JDE. Our aim is to highlight analogies between the dissipative evolution of the density operator
ρ and certain other gradient flows arising in probabilistic systems. First, we compare to the Fokker-
Planck equation with the Wasserstein gradient structure introduced in [JKO98, Ott01]. Second, we
show the analogy to the entropic gradient structure for reversible Markov chains introduced in [Maa11,
Mie11b].
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In general, a gradient system consists of a basic space X with a differential structure, a differential
potential F : X → R, and a metric G such that G(u) : TuX → T∗uX is a linear, symmetric,
and positive definite operator. As in the GENERIC framework we will use the the inverse operator
K(u) = G(u)−1 and will denote the gradient system by (X,F ,K). The gradient flow is then defined
by the evolutionary equation

0 = G(u)u̇+ DF(u) ⇐⇒ u̇ = −∇GF(u) =: −K(u)DF(u).

Thus neglecting the Hamiltonian part [ρ,H] in our dissipative quantum system (6.1) we have the
gradient system (R,Fqm,KQ

qm) with

Fqm(ρ) := 〈〈 ρ ‖ log ρ 〉〉+ 〈〈 ρ ‖H 〉〉 and KQ
qm(ρ)Ξ :=

N∑
n=1

[
Qn, Cρ[Qn,Ξ]

]
.

Hence, KQ
qm is associated with the dual dissipation potential Ψ∗qm(ρ,Ξ) = 1

2

∑N
1 ‖[Qn,Ξ]‖2Cρ .

We now compare this with the Fokker-Planck equation

u̇ = div(M(∇u+ u∇H)), t > 0, x ∈ Rd,

whereM ∈ Rd×d is a symmetric and positive definite matrix andH ∈ C2(Rd) is a suitable potential.
This equation can be understood as the gradient system (L2(Rd),FFP,KFP) with

FFP(u) :=

∫
Rd
u log u+ uH dx and KFP(u)ξ := −

∑
i,j

∂xi
(
uMij∂xjξ

)
.

The analogy between Fqm and FFP is obvious, whereas for Kqm and KFP we see that the operators
Ξ 7→ [Qn,Ξ] are replaced by directional derivatives ξ 7→ q · ∇ξ. Moreover the multiplication factor
u ≥ 0, which is the core of the Wasserstein theory, is replaced by the canonical correlation operator
Cρ ≥ 0, which also is homogeneous of degree 1 in the state variable ρ, i.e. Cλρ = λCρ.
Finally, we consider Markov chains on a finite number of sites, namely {1, ..., N}. If pn denotes the
probability to be in site n, then the states p = (p1, ..., pN)T lie in the state space XN = {p ∈
[0, 1]N | p · e = 1 }, where e = (1, ..., 1)T. The evolution is given in terms of the linear ODE

ṗ = Ap, where A ∈ RN×N with Aij ≥ 0 for i 6= j and ATe = 0.

Here Aij ≥ 0 denotes the transition rate from j to i, and ATe = 0 guarantees that p stays inXN .

We assume that the Markov chain ṗ = Qp is irreducible, which means that the kernel of A is one-
dimensional such that there is a unique steady state w = (w1, ..., wN)T ∈ XN . An irreducible
Markov chain is reversible (or is said to satisfy the ‘condition of detailed balance’), if

Anmwm = Amnwn for all n,m ∈ {1, ..., N}.

For such Markov chains ṗ = Ap it was shown in [Maa11, Mie11b] that they can be understood as
the gradient system (XN ,FMv,KMK) with

FMv(p) =
N∑
n=1

pn log(pn/wn) and

KMv(p) =
1

2

N∑
n,m=1

AnmwmΛ
(
pn
wn
, pm
wm

)
(en−em)⊗(en−em) ∈ RN×N

≥0 ,
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where Λ is defined in (4.3) and en denotes the n-th unit vector in RN . Note that KMv again is homo-
geneous of degree 1, namely KMv(λp) = λKMv(p).

In fact, one can see the Markov chain as the restriction of the quantum mechanical density functional
theory to the case that ρ is a diagonal matrix, i.e. ρ = diag(p) ∈ R. Thus, we restrict the non-
commutative operator theory in L2

S(CN) to the commutative case inXN . Note that the dual dissipation
potential Ψ∗Mv can be rewritten using the canonical correlation operator and commutators as follows:

Ψ∗Mv(p,π) = 1
2
π · KMv(p)π = 1

2

∑N
n,m=1 ||| [Qnm, diag(π)] |||2Cbρ(p)

,

where ρ̂(p) = diag(pn/wn) and Qnm = (Anmwm)1/2 1
2
(en⊗em+em⊗en). This form shows

clearly the analogy between reversible Markov chains and dissipative quantum mechanics.

Open problem 6: It would be interesting to find sets of commutators (Qn)n=1,..,N such that the dis-
tance dKqm can be characterized in more detail. In particular, one would be interested in an explicit
characterization like for the Wasserstein distance dKFP

.
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