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Abstract

We consider different solution concepts for rate-independent systems. This includes energetic
solutions in the topological setting and differentiable, local, parametrized and BV solutions in the
Banach-space setting. The latter two solution concepts rely on the method of vanishing viscosity,
in which solutions of the rate-independent system are defined as limits of solutions of systems with
small viscosity. Finally, we also show how the theory of metric evolutionary systems can be used
to define parametrized and BV solutions in metric spaces.

1 Introduction

In these notes we want to give an overview of the recently developed theory for rate-independent
systems. Such systems are used to model hysteresis, dry friction, elastoplasticity, magnetism, and
phase transformation, and they are characterized by the fact that the changes of the state are
driven solely by changes of the loading. More specifically, if the loading profile is applied with a
factor « faster to the system, then rescaling the solution with the same factor a gives again a
solution.

General energy-driven systems, also called generalized gradient systems, are characterized by
a triple (Z,7,R) where Z is the state space and J : [0,T]xZ — Roo = R U {oo} is the energy
functional. We use Z to denote a general topological state space, but we use Z if it is a Banach
space. For simplicity we restrict the introduction to the latter case. The dissipation potential
R:ZxZ — [0,00] allows us to write the evolution equation in the form

0€0:R(z, %)+ 8.9(t,2) C 27, (1)

where 0, denotes a suitable subgradient of J(¢, -), while 9:R(z, -) denotes the convex subdifferential
of R(z,-). The generalized gradient system (Z,J,R) is rate independent if R(z,-) is positively
homogeneous of degree 1, since this implies 9,R(z, av) = 9,R(z,v) for all @ > 0. We then call
(Z,7,R) a rate-independent system, shortly RIS. Hence, system (1) is necessarily nonsmooth. In
fact, the convex subdifferential 0,R(z,) : Z = Z* is not continuous and set-valued.

However, the main difference to the usually studied generalized gradient flows is that R(z,-)
has at most linear growth, and we cannot guarantee continuity of the solutions z : [0,T7] — Z.
Thus, there is a need to study the question under what conditions we can guarantee absolute
continuity, in such a way that (1) makes sense, see Section 4.3. In fact, this is only true under
strong convexity assumptions, and we mainly discuss the question, how the strong differential
form should be weakened to allow for solutions with jumps.

To motivate the main structures of the different solution concepts for RIS, we start from the
Fenchel equivalence

n € 0R(z,v) = R(z,v)+R(z,n) < (n,v),

where R*(z, -) is the Legendre-Fenchel transform of R(z,-). While the statement on the left-hand
side of this equivalence is a force balance, the statement on the fight-hand side is given in terms
of energy rates. Using —n = £(t) € 9,J(t, 2(t)) and a chain rule, we find that (1) is equivalent to
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the scalar, upper energetic inequality

T, 2(T)) + [y R(=(2), (1)) + R*(=(t), —€(t)) dt

T (2)

<7J(0,2(0)) + [y 9:I(t, =(t))dt.
The particularity of RIS is that R*(z, —€) only takes the two values 0 and oo, viz. R*(z,—§) =0
if and only if 0 € 9,R(z,0) + £. Thus, the energetic inequality (2) can be rewritten in terms of two
conditions

local stability 0 € 9,R(2(t),0) + 9,9(T, 2(t)) a.e. in [0, T], (3a)

J(T, 2(T)) + Dissx(z, [0, T])

energy inequality
< 9(0,2(0) + f, 9I(t, =(t))dt,

(3b)

where Dissx(z, [r,t]) = f: R(z(s),2(s))ds is the energy dissipated during the time interval [r, t].

The local stability condition is a purely static concept and does not involve any time dependence,
which shows that RIS are very close to static systems. In particular, if the loading does not change
on a time interval [t1, 2], then the solution may also be constant. Relation (3b) is a simple scalar
energy inequality, which in fact should hold as an identity and also for all times ¢ € [0, 7] and not
just for ¢ = T. In all the different solution concepts discussed below we have these two different
principles, namely (i) a static stability condition and (ii) an energy inequality. However, a crucial
point in the definitions of solutions to RIS is always that the stability condition and the energy
inequality interact in such a way that the stability condition implies a lower energy estimate on all
subintervals of [0, 7], which together with the upper energy estimate (3b) provides energy balance
on all subintervals.

These arguments apply to all our notions of solutions except for the local solutions, which
ask for local stability and an upper energy estimate like (3b) on each subinterval [r,¢] C [0,T].
This notion was introduced in [ToZ09], and it turns out that all solutions considered here fall
into this class. In fact, we distinguish two important concepts, namely energetic solutions and BV
solutions. The former were introduced in [MiT99, MTL02] and surveyed in [Mie05]. This notion
is essentially the same as the notion of irreversible quasistatic evolution introduced and studied in
[DaT02, FrL03, DFT05, FrGO06] in the context of crack or damage evolution. Since these solutions
allow for jumps, the infinitesimal dissipation potential R is replaced by the more general dissipation
distance D : ZxZ — [0, 00|, which is obtained via

D(20, 21) 2 inf { f::O R(z(r), 2(r))dr ’ z € WH([0,1]; Z),
2(0) = 20, 2(1) = 21 }.
The local stability condition (3a) is replaced by the global stability condition (S), and the energy
balance (E) is obtained from (3b) by replacing the dissipation functional Dissx (z, [r,t]) by

Dissp (2, [, t]) < sup { Y00, D(2(sj-1),2(s;)) | N €N,
r§50<51<-~-<sN§t},

see Definition 3.1.

The notion of BV solutions, introduced in [MRS09b, MRS09a/, is quite different from energetic
solutions, since BV solutions jump as late as possible while energetic solutions jump as soon as
possible, cf. Example 2.3. The BV solutions are constructed via the so-called vanishing-viscosity
limit by adding a small viscosity to (1), namely

0€ B:R(25, %) + eV + 8,I(L, 2°)  C Z*, (4)
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and studying the limits of the viscosity approrimations z° for € — 0, see Sections 4.5, 4.6, and
5.3. Hence, BV solutions contain the set of approrimable solutions, which are defined as all limit
points of this procedure, see [DD*08, KMZ08, ToZ09, KZM09]. While the notion of approximable
solutions is simply defined by all possible limits, the set of BV solutions is characterized by the
local stability condition (3a) and an energy estimate using a dissipation functional Diss, g that is
supplemented by additional terms involving the viscous effects in jumps. The new structure is the
vanishing-viscosity contact potential

p(z,0,6) = Inf{Re(2,0) + RE(2,6) | e > 0},

where R.(z,v) = Ro(z,v) + 5(Vov,v) is the sum of the rate-independent dissipation potential Ro
and the small viscosity term §(Vv,v). The supplemented dissipation distance then reads

Alt, 20, 21) =f inf{ frlzop(é'\(r), ?(T), —DI(¢, z(r)))dr |
ze Wh([0,1); Z), 2(0) = 20, 2(1) = 21 }.

A useful tool for the understanding the vanishing-viscosity limit is the notion of parametrized
solutions, which was studied in [EfM06, MiZ09]. Here the solutions z¢ : [0,7] — Z are
parametrized in the extended state space Zr = [0,T]xZ such that (¢,z) = (75(s), Z%(s)) with
7 (s) + (VZ2(s), Z%(s))/? = 1 for a.a. s € [0, S°]. Under suitable conditions, see Section 4.4 and
5.2, it is then possible to show that S¢ stays bounded and that the parametrized curves converge
to a limit (7,72) : [0, S] — Zr, namely the desired parametrized solution. Moreover, from this we
obtain in a natural way BV solutions by taking any z : [0,7] — Z, such that for all ¢ there exists
s € [0, 5] such that (¢,2(t)) = (7(s), Z(s)).

Solutions to RIS

Energetic

BV Solutions

Solutions

Parametrized
Solutions

CD Solutions

Differ. Soln.

Local Solutions

Figure 1 Overview on the different solution types for RIS

Figure 1 summarizes the solution types we are discussing in this work. We emphasize that all
these notions satisfy the natural conditions for multivalued evolutionary systems, namely the con-
catenation and restriction property. In these notes we concentrate on the main ideas and techniques
for the different solution concepts for RIS. Thus, we refrain from giving an overview of the whole
theory and application of RIS, which can be found in the forthcoming monography [MiR09b].

In particular, we refer to



[Mie04, DD*07, DD*08, Gal.09, Fia09] for RIS describing the evolution of microstructure via
Young-measure valued internal variables. For variational characterizations of solutions for RIS we
refer to [MiO08, MiS08, CoO08, Ste09].

2 Basics of rate-independent systems

2.1 Definition of rate independence

Since we develop quite abstract notions of solutions, we give a definition of rate independence that
does not use differential equations. RIS occur as limit problems in many physical and mechanical
systems, if the interesting time scales are much longer than the intrinsic time scales of the system.
RIS are sometimes also called quasi-static systems, however, the term “quasistatic” is often used
in a more general sense, namely if the inertial terms in a system are neglected but viscous effects
might still be present.

This survey only considers systems which satisfy the following exact definition of rate inde-
pendence. The definition is formulated in terms of input functions ¢ : [t1,t2] — X and the set
O([t1, t2], qo, £) of possible output functions g : [t1,t2] — Q with ¢(¢1) = go. The usage of input and
output functions is necessary, since RIS have no own dynamics; they rather respond to changes in
the input.

Definition 2.1. A input-output H is called a rate-independent system with input data qy € Q
and { € Fo([t1,t2]; X), if the output set O([t1,t2], qo,£) C F1([t1,t2]; Q) N {q(t1) = qo} (where Fy
and Fy denote suitable function spaces) satisfies, for all strictly monotone and continuous time
reparametrizations « : [t1,te] — [t],¢3] with a(t1) =t} and a(tz) = t5, the relation

q € O([t1,t2],q0,¢) <= qoa € O([t],t5],q0,¢ 0 a).

We call the system a multi-valued evolutionary system, if the following additional conditions hold:

Concatenation: g € O([t1,t2],q1,£), ¢ € O([t2,t3],q(t2), L),
) q(t) for t € [t1, 2],
- qEO([tl,tg],ql,é) with q(f): _
q(t) for t € [tQ,tg],
Restriction: t1 <ty <t3 <ty andq € O([t1,t4],q1,%)

- ql[tQ,tg] S O([t27t3]7q(t2)7£)

To compare this notion with the RIS (Z,J,R) discussed previously, we let J(¢,2z) = U(z) —
(£(t), z) and find the equation

0 € 9,R(2(t), 2(t)) + OU(2(t)) — £(1),

where we explicitly see the input . Assuming an existence result for this differential inclusion, it
is then clear that the concatenation and restriction properties hold.

RIS are used to model hysteresis, which is often associated with memory effects (cf. [Vis94,
BrS96, Kre99]). Here we take a different approach using suitable internal variables that carry all
memory information. This fact is the content of the concatenation property. If on Q = YxZ we
consider a RIS we can easily obtain a system with memory by association with (go,¢) the output
set Oy ([t1, t2], qo,£) given by



{y e Fi([t1,t2;9) | 32 € Fi([t1,t2]; 2): (y, 2) € O([t1, t2], 90, €) }.

Clearly, the concatenation and the restriction properties are then lost.

2.2 Differentiable formulations and the decomposition into elastic and
dissipative parts

The typical situations, which are the basis of this work, are differential inclusions of the form

where the state ¢ lies in a Banach space Q. The functional R : @ xQ — [0, o] is called the dissipa-

def

tion potential and € : Q7 = [0,T]xQ — R the energy functional. Thus, (1) can be interpreted
as a force balance in Q* where the dissipative force 9;R(q, ¢) must equilibrate the potential restor-
ing force —Dy&(t, q). Such systems are generalizations of the so-called doubly nonlinear systems
considered in [CoV90, Col92], where the special case R(q, ¢) = ¥(¢) is studied.

In many applications the state space @ decomposes into two parts, namely an elastic part Y
and a dissipative part Z, i.e. we have ¢ = (y,2) and Q@ = Y xZ. The distinction comes about
because the functional R depends only on the z-component as follows:

R(q,q) =R(z,%2) and R(z,2)=0 = 2=0. (2)
In that case (1) takes the form of a coupled system, namely
0=D,E(t,y,2), 0 € 0:R(z,2)+D.E(L,y, 2). (3)

Hence, the two components y and z need to be treated differently. In particular, often we study
the reduced problem by minimizing with respect to y, viz.

J(t,2) =min{&(t,y,2) [y € Y }. (4)
Since this means that we have satisfied the first relation in (3), we are left with the reduced problem
0 € 0:R(z,2)+ D.I(t, 2). (5)

Moreover, we can go backward from (5). If z : [0,T] — Z solves (5), we may choose y : [0,T7] = Y
such that y(¢) € Argmin E(¢, -, 2(t)), then ¢ : t — (y(¢), z(¢)) solves (3).

These systems also include classical gradient flows of the form G(¢)¢ = —D4E(t, ¢), if we choose
R(q,v) = %(G(q)v,v) However, rate independence now means that the mapping v — 9;R(g,v)

is positively homogeneous of degree 0, i.e. 9;R(g,yv) = 94R(g,v) for all v > 0. We generally say
that a mapping f : X — Y is p-homogeneous, if it is positively homogeneous of degree p, i.e.
f(Ax) = AP f(x) for all x € X and all A > 0. Thus, R(q,-) : @ — R has to be 1-homogeneous,
which implies that R(q, -) either is identically 0 or it is not differentiable at v = 0.

Thus, from now on all dissipation potentials are assumed to satisfy

R(z,-) : Z — [0, 00] is convex, lower semicontinuous

and satisfies R(z,0) = 0.

The derivative of R with respect to v is the set-valued convex subdifferential

:R(z,v)={neZ" |VweZ: R(z,w) > R(z,v) + (n,w—v) }.
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If R is 1-homogeneous, then the triple (Q, &, R) is called a rate-independent system (RIS).

Very often we also look at rate-dependent versions of (1), i.e. we consider a potential Ry such
that Rg (g, -) is superlinear (whence not 1-homogeneous) and still assume (6). Note that the rate-
independent case can be recovered by slowing down the loading rate. In fact, if we replace ¢ in (1)
by e and let Z(7) = z(et), then Z solves the equation

0 € 0=R.(Z,7) + D5I(r, 7), where R.(z,v) = %:RS](Z,EU).

By classical convexity arguments we have EJVQE(Z, v) \\ Ro(z,v) for e — 0, where Ry is 1-homogeneous
again. The limit passage ¢ — 0 for the corresponding solutions z° is called the vanishing-viscosity
limit and will be discussed in some detail in Sections 4 and 5.

2.3 Some canonical examples

1) The simplest example is obtained in the scalar case z € Z = R with the dissipation potential
R(z,v) = |v| and the energy functional J(t, z) = 122 — £(t)z. We obtain the equation
0 € Sign(2) + z — (), (7)

where Sign is the multi-valued Signum function depicted in Figure 1. We observe that we always

R(w) = v Sign(v)

Figure 1 Multivalued signum function Sign = 9] - |

have |z(t) — £(t)| < 1. Moreover, |z(t) — £(t)| < 1 implies 2(t) = 0, whereas £2(¢) > 0 implies
z(t) = £(t) F 1. We obtain the so-called play operator, where ¢ follows ¢ with a play of size 1, see
Figure 2.

z(t)

Figure 2 The play operator associated with (7).

(2) An infinite dimensional generalization leads to the most classical example of a rate-
independent process formulated in a Hilbert space @ with a quadratic energy



&(t,q) = 3(Aq,q) — (L(t), q)

and a dissipation potential ¥ : @ — [0,00]. This situation is studied under the name sweeping
process, see e.g. [Mor77, KuM98|. The differential form reads 0 € 0¥ (q) + Aq — £(t). The input ¢
is considered as the center of the moving set C'(t) = ¢(t)—0¥(0) and the solution needs to satisfy
Aq(t) € C(t). Nowadays the name play operator is used for this process, cf. [Kre99, Vis94, BrS96].

(3) The motivation of the above sweeping process was the classical problem of linearized elasto-
plasticity, see [Mor76, Gro78]. For a body 2 C R? the state ¢ consists of the displacement
uw €Y = HL(RY) = {u € H(;RY) |u|r = 0} and the plastic strain tensor z € L2(£2;Z)
with Z = {z € R4 |2 = 2T trz = 0}. The total energy contains the elastic energy, the
hardening energy and the external loading:

E(t,u, 2) = [, 2(e(u)—2):C:(e(u)—2) + $2:H:z — u- foxe (t) da,

where e(u) = %(Vu—l—VuT) is the infinitesimal strain tensor, and C and H are positive definite
fourth-order tensors for elasticity and hardening, respectively. The dissipation potential reads
R(z, 2) = [, 0yield|2(x)|dz. The subdifferential formulation then reads

—div (C:(e(u)—2)) = fext, 0 € oyiera Sign(z) + C:(z—e(u)) + H:z.

For more details and general small-strain models we refer to [Alb98, HaR99).

(4) Elastoplastic models with finite strain lead to highly nonlinear rate-independent models.
We refer to [Mie03] for a discussion of the mathematical and mechanical background involving the
associated Lie groups and to [MaMO09] for existence results for energetic solutions in the the PDE
context. Here we consider the simplified material-point mechanics, which applies to bodies that
are deformed homogeneously.

The deformation gradient ' = V¢ is treated as an element of the general linear group Y =
GL*(RY) = {F € R™4 | det F > 0}, and the plastic tensor P is taken from the special linear
group Z = SL(R?) = { F € R¥? | det F = 1}. The energy takes the form

E(t,F, P) = Wetast(F P™1) + Whara(P) — 2(t):F,

where the multiplicative decomposition of the strain tensor F = Fj),s P gives rise to the geometric
nonlinearity Fija.se = F P! appearing in Wejas. Here X(t) € R is the applied stress. Because
of plastic invariance the dissipation potential takes the form

R(P,P) = (PP with ¥(n) = oyielalnl-

Thus, the dissipation potential depends intrinsically on the internal state. This and the strong
geometric nonlinearity give rise to solutions with jumps, cf. [Mie03, MaMO09].

2.4 The basic a priori estimates

To understand the main difficulties in modeling RIS (@, &, R), we give the basic estimates, which
follow from the differential formulation (1). This part is formal and needs proper justification for
the construction of solutions. At the moment we just motivate some basic concepts.

We first provide a basic property of subdifferentials of 1-homogeneous functions.

Lemma 2.2. Let ¥ : Q — [0, 00] be lower semicontinuous, convex and 1-homogeneous. Then, we
have

oF(v)={neK|¥(v)={(nv)}, whereK =0¥(0).



8

Moreover, we have the characterization

0€d¥(v)+g = 0=¥()+(g,v) <¥(w)+ (g,w) for all w e Q.

Using the characterization of 9;R(q, ) we see that (1) is equivalent to

VoeQ: (DyEt q),v) +R(g,v) >0, (8a)

Differentiation &£(t, ¢(t)) we see that (8b) is equivalent to the energy balance

e(t,qt)) + / Rq(s), d(5))ds = &(r, q(r)) + / 0.& (s, q(s))ds, (9)

where 0;€ denotes the usual partial derivative with respect to time, which has the physical meaning
of the power induced by the temporal changes in the system. This identity now holds for all r,¢
with 0 <r <t <T.

Throughout we assume that the power 9, can be controlled by the energy itself, namely

JAe >0V (s,q) € Qp with E(s,q) < 00 :

E(-,q) € CL([0,T7]) and |0:E(t, q)| < Ne&(t,q) for all t € [0,T). (10)

Using (9), (10), R > 0, a Gronwall estimate gives the basic estimates

E(t,q(t)) < e*¢*€(0,q(0)) and /0 R(q(s),d(s))ds < e**€(0, ¢(0)).

The first estimate is useful, since we always assume that E(¢,-) is coercive. The second estimate
controls the temporal behavior. First, we must take into account that R only controls the dissipative
part z of ¢ = (y,2) € Y XZ and that this control may only be valid in a weaker norm, namely

R(y,2,9,2) = R(z, 2) > crl £ x-

Second, the 1-homogeneity only provides a bound in W([0, 7], X). However, since in this space
the unit ball is not weakly closed, we have to work with the space BV([0, 7], X), i.e., we have

T
Varx (2, [0,T]) < — / R(g(t), d(8)) dt < = T (0, 4(0)).
CR Jo CR

This a priori estimate is essential to obtain temporal compactness and allows us to use a suitable
version of Helly’s selection principle for z. Yet, this estimate does not give control over the temporal
behavior of y. Moreover, we have to be aware of the possibility of jumps, which occur in limit
procedures.

The above estimates can be improved under suitable convexity assumptions. For this we use
(8) as follows. We fix 7 € |0,T[ and consider () = (D4E(t, (1)), ¢(1)) + R(q(t),¢(7)). We have
~(t) > 0 and (7) = 0 from (8a) and (8b), respectively. Thus we conclude %(7) = 0, which gives

(DZE(7,4(7))d(7),4(7)) + DgR(a(7), 4(1))[d()] = —(Dgd:&(7, (7)), 4(7))-

Thus, assuming uniform convexity of (¢, ) : @ — Ry and that D,R is sufficiently small, we obtain
a bound of the type

. 1
la(r)lle < mllathg(MJ(T))HQ*v

if the joint-convexity condition



K> p (11)
holds, where k > 0 and p € [0, k[ are such that

(DZ&(r, q(r))v,v) > allullg  and  [DgR(q, v)[v]| < pllvlig.

In Section 4.3 we discuss how these estimates can be used to prove the existence of differentiable
solutions in the convex case.

2.5 Energetic formulation of generalized gradient flows

The starting point of the modeling are generalized gradient systems (V',J, R), which are not neces-
sarily rate independent. The state space V' is a Hilbert space, J : Vi — R is the energy functional,
and the dissipation potential R : V' xV — [0, 00] satisfies (6). The evolution equation is given in
the form

0 € 0:R(z,2)+ D.I(t, 2).

The classical gradient flow is obtained, if R is given in terms of a Riemannian tensor G(z) : V. — V*,

which is symmetric and positive definite, viz. R(z,v) = 1(G(z)v,v). Then, we have

0=G(2)2+D.I(tz2) & 2=-VItz2)=—-G(z)"'D,I{z).

Rate-independent systems are special generalized gradient flows, namely those for which R(z, ) is
1-homogeneous, i.e. R(z,av) = aR(z,v) for o > 0. Before going into more detail we discuss some
equivalent formulations of generalized gradient flows.

Let V be a Hilbert space and F' : V' — R, a proper, lower semicontinuous, and convex function.
Its Legendre-Fenchel transform F* : V* — R is defined via F*(§) = sup,ey (&, v) — F(v). The
Fenchel equivalences for subdifferentials read

Ee€dF(v) & wedF™ (§) <& F(u)+F (&) = (). (12)
Moreover, by the definition of F* we always have the lower bound

F(v)+ F*(&) > (¢,v) forallve V and £ € V*. (13)

Using the equivalences in (12), our subdifferential equations can be written in three equivalent
ways:

Force balance 0€ d:R(2(t),2(t)) + &(t) C VT, (14a)
Rate equation Z(t) € OeR*(2(t), —£(t)) C V5 (14b)
Energy balance R(z(t), 2(t)) + R*(2(t), —=&(t)) = (=£(1), 2(t)) € R; (14c)

where in all three formulations the additional condition &(t) € 9,3(t, 2(t)) C V* is imposed. The
last relation can be combined with a chain rule, namely

%U(tvz(t)) = (€(1), (1)) + 0,I(¢, 2(1))- (15)

Applying the chain rule and integrating (14c) over the time interval [0,T] we obtain the integral
mequality
T . «
IT,2(T)) + [y R(=(2), 2(t)) + R*(2(t), —€()) dt

T . ~ (16)
<7(0,2(0)) + [y 9:3(t, 2(t))dt with &(t) € 9.I(t, 2(t)),
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which holds in fact as an equality. We call (16) the energetic formulation of the problem defined
via (14). The point of importance is that already the integral inequality (16) is equivalent to the
fact that the three formulations in (14) hold a.e. in [0, 7. To see this we use the lower estimate
(13) and the chain rule (15) to obtain

(=€), 2(1)) < R(=2(1), (1)) + R*(2(t), =€(1)) a.e. on [0, T,
Jo R(z(8),2(8) + R*(2(), =€) dt < [ (—€(8), 2())

which immediately implies (14c) a.e.

A major advantage of the formulation as an integral inequality is seen for parameter-dependent
dissipation potentials. Then, defining the functional

o) = [ Rlo0,30) + R0

we want to pass to the limit ¢ — 0 in equations of the type
I(T, 25(T)) + Mo (25, 55, —€%) < (0, ¢ / 0,3(t, =

If the solutions z° converge to a limit z, we can use then I'-limit arguments to find a limit version
of an integral inequality for z in the form

I(T, 2(T)) + Mo (2, 2, —€) < 9(0, =( / 0,3(t, (1t

In this limit passage it is important to maintain the subdifferential property, i.e. we need a closed-
ness of the subdifferential in the following form:

E() €DI(t,2°(t), 25~ 2, &~ & = &) €It 2(t)).

Moreover, the limit functional My has to be such that it still interacts properly with a suitable
chain rule, which allows us then to obtain the opposite inequality.

If R(z,-) is 1-homogeneous, the generalized gradient system (V,J, R) is a RIS. Then, R* has a
very specific form, namely

0 f € K(z),
R*(z,&) = or € =) where K(z) = 0,R(z,0) C V™.
oo otherwise,

Thus, the term fOT R*(2(t), —=£(t)) dt contributes to the right-hand side in (16) either the value 0
or the value oo, where the latter case would violate the validity. Hence, the term only acts as a
side condition asking that —¢(t) € K(z(t)) for a.a. t € [0,T]. In conclusion, (16) can be rewritten
as follows

( ) € 810C( )= {zEZ | 0€0,R(2(t),0)+0.I(t, 2) } a.e. on [0, 7],

T)) + [ R(=(t), 2(t))dt < 30, 2(0)) + [} 9I(t, =(¢))dt.

The first line constitutes a local stability condition that does not involve any time derivative and
thus is a purely static condition, while the second condition is the usual upper energy estimate. As

before, the chain rule applied to ¢t — (¢, 2(t)) implies that the two lines provide an exact energy
balance.

(17)

The problem with RIS is that in general we cannot expect solutions to be absolutely continuous
with respect to time. Hence we derive notions of solutions that allow solutions with jumps. It is a
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common feature of all these notions that they consist of a static stability condition and an energy
inequality, which we often formulate directly as an energy balance.

2.6 Solution concepts in the one-dimensional case

Here we introduce the different solutions concepts for a very trivial situation, namely the case
Q = Z =R, i.e. we work directly with the reduced functional J. The aim is to discuss their mutual
relations already in this easy context, where functional analytical questions do not yet show up.
We let

) ()% for 2 >0, o N = U — 20)
R(z,2) = ()] for £ < 0; d It z) =U(z) — £(t)z, (18)

where r1,7_BC(R), r+(z) > p > 0, and the function ¢ will be specified in the different examples.
With the local dissipation metric R we associate the dissipation distance D defined via

“Uro(2)dz for 2z < 1,
D(z0,21) = fzzo +) e
[, r—(2)dz for 20 > z1.

All definitions for solutions are for general J, but for examples we use (18) with the nonconvex
potential U and the initial datum zg given via

%(z+4)2 for z < -2,
U(z) = 4-422 for [z| <2, and zo=—5. (19)
2(z—4)? for z > 2;

If £:]0,T] — R is specified, the RIS (Z,J,R) is fully given.

We now introduce the main solution concepts, which are somewhat less involved in the present
one-dimensional setting. Note that in all cases the solution z : [0,7] — R is defined for all ¢, while
some conditions need to hold only a.e. in [0, T].

(1) A differential solution z : [0,T] — R is defined via 2 € Wh1([0,77]) and
0 € OR(z(t), 2(t)) + DI(t, 2(t)) for a.a.t € [0,T].
(2) A CD solution z:[0,T] — R (for ‘C’ontinuous ‘D’issipation) is defined via

cont. dissipation ¢ — Dissp(z,[0,t]) is continuous,
local stability 0 € OR(z(t),0) + D,I(t, 2(t)) for a.a.t € [0,T];
energy balance Vt € [0,7]:

&(t,2(t)) + Dissp(z,[0,t]) = €(0, 2(0)) — fot f(s)z(s)ds,

where Dissp (z, [r,t]) = sup Z;vzl D(z(tj—1), z(t;)) with the supremum taken over all finite parti-
tions r <tg <ty <---y<ity_i1 <ty <t

(3) A local solution z : [0,T] — R is defined via
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local stability 0 € OR(2(t),0) + D,I(¢t, 2(t)) for a.a.t € [0,T7;

energy inequality Vr,t with 0 <r <t <T:
&(t, z(t)) + Dissp (2, [r, t]) < E(r, 2(r f (s

(4) An energetic solution z : [0,T] — R is defined via, for all ¢ € [0, 7],

global stability J(¢,z(t)) < I(t,2) + D(z(¢), 2) for all Z € Z;
energy balance &(t,2(t)) + Dissn(z, [0,t]) < £(0,2(0)) + fot A I(s, z(s))ds.

(5) An approximable solution z : [0,T] — R is defined as a pointwise limit of a sequence (2°*)en
with £, — 0 of solutions z° of the viscous problems

0 € OR(2°) +e2° + D,I(t,2°(t)) for a.a. t € [0,T].

Approximable solutions are also called vanishing-viscosity solutions.

(6) A pair (£,2) : [0,S] — [0,T]xR is defined to be a parametrized solution, if (
WH1([0, 5], R?) and if for a.a. s € [0, S] we have

~
N
m

where IJAQ(Z,U) = R(z,v) for |[v| <1 and co otherwise.
(7) A BV solution z : [0,T] — R is defined via z € BV([0,7]) and

(i) 0€0:R(2(t),0) +D,I(t,2(t)) a.e. in [0,T7;
(ii) for all ¢t € [0,T] we have
I(t, z(t)) + Dissp (2, [0,t]) + Jmpy(z, [0,¢]) = J(0, 2(0)) + fg 9:9(s,2(s))ds,

where Jmpy is defined via the jump set J(z) = {t | z not contin. in t} as

Jmpg (2, [r,t]) = A(r, 2(r), 2(r)) + A(t, 2(t7), 2(1))
+ ZsEJ(z)ﬂ]r,t[ A(Sv Z(Si>a Z(S)) + A(Sa Z(S)v Z(S+))7

where A(t, z9,21) = |f;01 dist(—D,J(t, 2), 0:R(2,0)) dz| and z(t*) denotes one-sided limits, see
(23).

For the general definitions for these solutions types we refer to Definition 4.5 for differen-
tiable, CD, and local solutions, Definition 3.1 for energetic solutions, Definitions 4.11 and 5.4 for
parametrized solutions, and Definitions 4.21, 4.26, and 5.7 for BV solutions.

The above definition (7) for BV solutions is very implicit, but it highlights the similarity to the
other solutions concepts in relying on a (i) static stability concept and (ii) an energy balance. The
discussions in Section 4.5 shows that (ii) asks that along jumps from z(¢7) to z(¢t*) the driving
force Dzﬂ(t,z) is sufﬁciently large, e.g. for z € [z(t1),z(t7)] we must have —D,J(t,z) < —r_(z)

and A(t, z(t~ fz((;))D I(t,z)—r_(2)dz.

We now comment on the relation between the different solution concepts. The first fact is that
the notion of local solutions includes all the others. Differential solutions may not exist, but if they



13

do then they are also BV solutions. All approximable solutions are BV solutions, but the opposite
is in general not true.

If energetic solutions are differentiable, then they coincide with differential solutions. If energetic
solutions have jumps, then they jump as soon as possible, whereas BV solutions jump as late as
possible. So these two solutions types should be seen as two opposite extremes in the set of all
local solutions. For both these extremes we have a rather complete existence theory, see Sections
3 and 4.5, respectively.

Parametrized solutions are special, since they are defined as curves in the extended space Z S
[0,T]x Z given in arclength parametrization. In fact, they are in correspondence to BV solutions.
Under suitable technical assumptions, the latter can be turned into parametrized solutions by filling

in the jumps and arclength parametrization. Vice versa, every parametrized solution generates a
BV solution via o(t) = inf{s € [0,5] | t (s) =t} and z(t) = Z(c()).

The following examples show that these notions are genuinely different. In Examples 2.3-2.6
we have (Z,J,R) as defined in (18) and (19) with r; = r_ = 1, but £ changes from case to case.
In Example 2.7 we consider varying r4.

Ezample 2.3. We consider (R,J, R) according to (18) with ry =r_ =1, and £(t) =t for all t > 0.
We claim that the approximable, the parametrized, and the BV solutions on [0, o[ are essentially
unique and coincide. However, the unique energetic solution is different. Moreover, we show that
there is a uncountable family of different local solutions. With direct calculations, one sees that
the energetic solutions take the form

z2(t) =t=5 fort e [0,1], =z(1) e {-4,4}, and z(t)=1t+3 fort > 1.

Choose any t, € [1,3] and any z. € [3+t*,3+t*+ min{2,4\/t*—1}}. Then,

t—5 for t € [0,t.],
2(t) = 2. fort € [ty,z.—3],
t+3 for t > z,—3,
is a local solution. Note that the starting point of the jump at z(t;) = t.—5 can be chosen in
a full interval. Moreover, for a fixed t, € |1,3] we still have the possibility to choose the ending

point z, = z(t}) of the jump in a full interval. All the other solution types essentially lead (up to
definition in one point) to the same solution. The approximable and BV solutions read

t—>5 for t €10, 3],
z(t) = zy fort =3,
t+3 for t > 3,

where z, € [—2,6] is arbitrary. The associated arclength-parametrized solution takes the form

,5—5) forse|0,6],
,5—8) for s € [6,14],
(%—4, %— ) for s > 14.

Ezample 2.4. We take (R,J,R) as in Example 2.3 but with ¢(t) = min{t,4—t} and obtain the
differential solution zqjigz, which is different from the energetic solution Zzeperg, namely
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t—5 for t € [0, 1],

t—5 for t € [0, 2], t+3 for t € ]1,2],

zai(t) = ¢ —3 fort € [2,4], Zenerg(t) =< 5 fort € [2,4],
1—t fort > 4; 9—t for |4,5],
1—t for t > 5.

Thus, even the existence of a differentiable solution does not guarantee that this is also the energetic
solution.

Example 2.5. In this example we show that not all BV solutions are approximable solutions. Again,
(R,9,R) is as in Example 2.3 but with ((t) = min{t,6—t}, i.e., the loading reduces exactly when
the solution reaches the jump point. It is easy to see that there are two different BV solutions: z1,

which jumps at t = 3, and 2o, which does not jump. We have

t—5 for t e [0,3],
t—5 for t € [0,3],
6 for t€]3,5],
z1(t) = 2(t) = § —2 fort € [3,5],
11—t for t € [5,9],
3—t fort > 5.
3—t fort>9;

For ¢ > 0 the viscous solution ¢° of the differential inclusion
0 € Sign(2) +e2+ W (z) — £(t), 2(0)= -5,
is unique and can be found by matching solutions of linear ODEs. We find

t—5+e(e”t/s—1) for t € 0,3,
25(t) = 28 for t € [3,¢¢],
3—t4e(e=t=t)/e1) for t > t2,
where z5 = ¢°(3—) < —2 and t& = 3 — 25 2 5. Thus, we have z°(t) — z3(t) for every t > 0 ase | 0.
Hence, z5 is a vanishing-viscosity solution, whereas z1 is not. As a general principle, we conjecture

that viscosity slows down solutions and thus approximable solutions tend to avoid jumps if there
is a choice.

Ezxample 2.6. Here, we study the parameter dependence of solutions under the loading
l5(t) = min{t,64+25—t} fort >0,

where ¢ is a small parameter. In the case 6 = 0 we have two BV solutions z; and zy, see Example
2.5. But only zy is an approximable solution. For 0 < § < 1 there is only one BV solution, which
is then also the unique approximable solution, namely

t—5 for t € [0,3],
2°(t) = 4 t+3 fort €]3,3+4],

6+6 for t € [3+0,5—7].
Taking the limit § — 01 we see that the pointwise limit of the approximable solutions z° is z1,
which is not an approximable solution for § = 0. Thus, the set of approximable solutions is not
upper semicontinuous with respect to variations of the data.
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Ezample 2.7. Here, I(t,-) is uniformly convex, in fact even quadratic, but R depends on z such
that the joint convexity condition (11) does not hold. As a consequence we obtain solutions with
jumps. For v > 0 we let

1
I(t, z) = 522 —tz and R(z,2) = p(z)|Z] with u(z) = max{1l, min{2—vz, 3}}.

For z € [—1/v,1/~] the joint convexity condition a > p (see (11)) holds for p = v < 1 = a.
Thus, for v > 1 solutions have to jump across the region [—1/v,1/~], since there are no locally
stable points. We start from the initial condition z(0) = zy = —3. Then, the energetic solution
Zenerg and the BV solution zpy are different, namely

t—3 for t € [0,2], t—3 fort € (0,3 —1/7],
ZBv(t) =
t—1 for ¢t > 2; t—1 fort>3—1/7.

Zenerg (t =

2.7 Infinite-dimensional examples

Here we provide the simplest and most canonical infinite-dimensional example of a RIS (Z,J,R)
including also a viscosity term. It is used in each of the abstract sections to discuss the different
solutions concepts. We first give an abstract Banach-space setting and afterwards present a special
case which connects the theory to a particular PDE.

Ezample 2.8 (Standard semilinear example). We consider a Banach space X and two Hilbert spaces
Z and V| which are densely and continuously embedded as follows:

ZeVcCcX,
where “€” denotes compact embedding. The different Banach spaces and their norms || - | z,
|- v/, and || - || x are associated with the energy functional, the viscous dissipation, and the rate-

independent dissipation, respectively. We further assume that there are symmetric, bounded linear
operators A € L(Z,Z*) and V € £ (V,V*), which are invertible with bounded inverses. Without
loss of generality (after choosing an equivalent Hilbert norm) one may assume that they equal the
corresponding Riesz isomorphisms.

The problem under investigation is the doubly nonlinear equation

0 € W (2(t)) + eV3(t) + D,I(t, 2(t))

(20)
with I(t, z) = $(Az, 2) + D(2) — (€(t), ).

Here, @ € C%(Z;R) is a non-quadratic potential of lower order in a sense to be made precise below.

The function £ : [0,T] — V* is the loading. We assume that there exists ¢, C' > 0, an interpolation

exponent 6 € |0, 1], and a growth exponent ¢ > 0, such that for all v, z,w € Z we have

Z € V C X with dense embeddings; (21a)
lollv < Cllvl% lollz s (21b)
cllzl < (Az,z) < CllzliZ, IlvlY = (Vo,0); (21¢)
¥V — [0,00[ convex, 1-homogeneous, c||v||x < ¥(v) < C||v| x; (21d)
&(z) >0, ¢: Z — R is weakly continuous; (21e)
DB € C1(Z; V), [D?*B()ollv- < C(1+]2]12) o]l (211)
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¢ € WHP([0,T], V*) for some p > 2. (21g)

Condition (21f) on D® can be weakened by replacing V* with an interpolation space [V*, Z*],,
n €10, 1], see [MiZ09]. We stay with V* for notational simplicity. We introduce additional Hilbert
spaces

Z\ = {zeZ|AzeV*} with ||z][1 = ||Az||v-, (22a)
z_, eyl with ||z]|—1 % ||V2]| z-. (22b)
We obtain a scale of four Hilbert spaces

Z1€eZecV eZ 1, and AZ1:V*, VZ_1=Z*,

with dense and compact embeddings. Moreover, the scale is equally spaced in the sense of interpo-
lation, namely [Z1, V]2 = Z and [Z,Z 1],/ = V. (If we compare to classical evolution triples
V € H= H* C V* with a linear selfadjoint, positive definite operator A : D(A) C H — H and
V = D(A'Y/?), we obtain the corresponding scale D(A) C D(AY?)=V ¢ H= H* C V*.)

This abstract setting can be applied to specific problems involving PDEs as they occur in mod-
eling of hysteretic materials, like in magnetism, elastoplasticity, ferroelectricity, or shape-memory
alloys. We refer to [Mie05, Mie06] for surveys on these applications. For the simplest application
we consider a smooth and bounded domain 2 ¢ R? and let

Z=H(N)eV=1%(N)c X =L).

We have V* = 12(2) € Z* = H'(£2), and the operators A and V are given by —A and id,
respectively. This leads to the additional spaces Z; = H%(2) N H}(2) and Z_; = H~1(£2). The
functionals take the form

W (v) = /Q lo(@)|dz, I(t,z) = /Q L2(0) + (2(x)) + f(t,2)z(x) da,

where f € WHP([0,T],L%(£2)) defines the loading. The function ¢ € C?(R;R) is assumed to satisfy
0 < ¢(s) < C(1+4]s])? with ¢ < oo for d < 2 and ¢ < 2d/(d—2) for d > 3. Further, we assume
|¢/(5)| < C(1+|s])¥? and |¢"(s)] < C(1+4]s|)%?. Then, all the conditions of the abstract theory
are satisfied, cf. [MiZ09].

3 Energetic solutions

In this section we consistently work with a state space Q = YxZ with states ¢ = (y, z), which has
its reason in applications in continuum mechanics, where the z-component is dissipative while the
y-component is not, cf. [Mie06]. Whenever possible we write ¢ instead of (y, z) to shorten notation.

The state space Q is equipped with a Hausdorff topology, and we denote by g e q, Yk RA Y
and zg 2% 7 the corresponding convergence of sequences. Throughout it is sufficient to consider

sequential closedness, compactness and continuity. For notational convenience, we will not write
this explicitly.

A main tool for the analysis of such systems is the interplay between the full RIS (Q, €, D) and
its reduced version (Z,J, D), where the reduced energy J : [0,T]xZ — R is defined in (4). We
define energetic solutions to (9, &,D) and (Z,J, D) in such a way that each solution ¢ = (y, z) for
the former system gives rise to a solution z for the latter. Vice versa each solution z for (2,7, D)
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can be made to a solution ¢ = (y, z) by a suitable choice of y. We emphasize that it is not enough
to choose an arbitrary y(t) € Argmin E(t, -, z(t)), since further restrictions arise.

At first glance, it might seem reasonable to first consider the reduced system (Z,J,D) and
establish an existence theory there and then derive the desired existence result for the full problem
(Q,&,D). However, it turns out that in the reduction process certain natural properties (like
differentiability in ¢) are lost. To compensate for that, stronger assumptions would be necessary,
which can be avoided by working on the full system instead. Thus we present the existence theory
for (Q, &, D), which is also more natural in material modeling, cf. [Mie06].

3.1 Abstract setup of the problem

The first ingredient of the energetic formulation is the dissipation distance D : ZxZ — [0, oc], which
is an extended quasi-distance. Here ‘extended’ means that the value oo is allowed and ‘quasi’ means
that we do not ask for symmetry. The following conditions are the main assumptions on D.

FEzxtended quasi-distance:
(i) Vezi1,22,23 € Z: D(z1,23) < D(21, 22) + D(22, 23), (D1)
(il) Vz1,22€ Z: D(21,22) =0 <= 21 = 29;

D : ZxZ — [0, 00] is lower semicontinuous. (D2)

Here (D1) says that D is a distance except for the symmetry and the fact that the value co is
allowed. Relation (i) is the triangle inequality, and (ii) is the positivity. The unsymmetry is needed
in many applications like in elastoplasticity or damage.

For curves z : [0,7] — Z we define the dissipation functional Dissp via

Dissp (2, [s,t]) = sup { Zjvzl D(z(tj-1), 2(t;)) | N €N,
s=tg <t < <tn=t }

Further we define the following set of functions:
BV ([0,7T],2) < {2:[0,T] — Z | Dissp(z,[0,T]) < oo }. (2)

The functions are defined everywhere and changing them at one point may increase the dissipation.
Moreover, the dissipation is additive:

Dissp (z, [r, t]) = Dissp (z, [r, s]) + Dissp (z, [s, t]) for all 7 < s < 1. (3)

Later on, we sometimes use the notation D(qo, ¢1) instead of D(zg, z1) where ¢; = (y;, z;). This
slight abuse of notation never leads to confusion, since D as a function on Q = YxZ still satisfies
all assumptions but one has to remember that D satisfies the positivity (D1) only on Z and not
on Q.

The second ingredient is the energy-storage functional £ : Qr — R.,. Here t € [0, T] plays the
role of a (very slow) process time which changes the loading. The following conditions form the
basic assumptions on €&:

Compactness of sublevels:

(E1)
Vte[0,T]): E(t,-) : Q — Ro has compact sublevels;
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Energetic control of power:
IAe >0V (t,q) with E(t,q) < 00 : (E2)
&(-,q) € CH{([0,T)) and |9:&(s,q)| < Ae&(s,q) for all s € [0,T].

Condition (E2) implies dom & = [0, T]xdom &(0, -), i.e. dom E(t,-) is independent of ¢t. From (E2)
and Gronwall’s inequality we easily derive

E(t,q) < &(s,q) et 5l and |9,&(L, q)] < Ae&(s,q) el (4)

Most typically, Q is a closed, convex and bounded subset of a reflexive Banach space (like
WLP(Q2 R™) or LP(£2,R™) with p € (1,00)) equipped with its weak topology T. Then, lower
semicontinuity of & and D in (Q,T) is the same as the classical weak lower semicontinuity in the
calculus of variations.

Definition 3.1 (Energetic solution). A function ¢ = (y,z) : [0,7] — Q = YxZ is called an
energetic solution of the rate-independent system (Q, €, D), if t — 0,E(t, ¢(t)) is integrable and if
the global stability (S) and the energy equality (E) hold for all ¢ € [0,T:

(S)  q(t) €8(t);
(E)  &(t.q(t)) + Dissp(2,[0,4]) = £(0,¢(0)) + [} d&(r, q(r))dr.

Condition (S) means global stability, because the set S8(t) of stable states at time t is defined
such that all ¢ € Q are considered as competitors:

S(H) 2 {q € Q| Et,q) < o0, E(t,q) < E(LG+D(q, ) for all G 2. (5)

We shortly call 8(t) the stability set at time t. The properties of the stability sets turn out to be
crucial for deriving existence results.

The definition of energetic solutions is such that we obtain a rate-independent multi-valued
evolutionary system in the sense of Definition 2.1, in particular we have the concatenation and the
restriction property. It is clear that the stability condition (S) has the restriction and concatenation
property. To see that (E) also shares these conditions we define €, (t) = £(t, ¢(t))+ Dissp (¢, [r, t]) —
f: 0s€(s,q(s))ds. Then, (E) simply states that the function € is equal to the constant value &(r)
on the whole interval. This constancy certainly remains true after restriction. When concatenating
two solutions ¢; and ¢, the condition g;(t2) = ¢2(t2) guarantees that the two constants are the
same.

Rate independence manifests itself by the fact that the problem has no intrinsic time scale. It is
easy to show that ¢ is a solution to (Q, &, D) if and only if the reparametrized curve G : t — g(a(t)),
where ¢ > 0, is a solution to (Q, &, D) with &(t,q) = &(a(t),q). In particular, the stability (S) is
a static concept, and the energy balance (E) is rate-independent, since the dissipation defined via
(1) is scale-invariant.

Before discussing the question of existence of solutions we want to point out, that the concept
of energetic solutions provides a priori bounds on the solutions. For the time-continuous problem
these bounds are easy to derive, and the main structure becomes more transparent. Of course,
similar estimates are crucial in the time-discrete setting. Using the assumption (E2) the energy
balance (E) gives

E(t,q(t)) + Dissp(z, [r,t]) < E(r,q(r)) +/ Ae&(s,q(s)ds (6)
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for 0 < r < ¢t < T. Omitting the dissipation and applying Gronwall’s lemma yield E(¢,¢q(t)) <
€(0,q(0)) e*¢t. Inserting this into (6) we estimate the dissipation via Dissp (2, [0, T]) < (0, ¢(0))ere T,
since E(t,q(t)) > 0 by (E2).

3.2 The time-incremental minimization problem

The most natural approach to solve (S)&(E) is via time discretization using the fact that incre-
mental problems exist, which are minimization problems. It is then possible to find their solutions
as global minimizers of certain lower semicontinuous functionals on Q. For this we make use of the
lower semicontinuity assumptions (D2) and (E1).

For the time discretization we use the notation Part([r, s]) for all finite partitions of the interval
[r,s] CR,ie.

Part([r, S]) E {(to,tl, ...,tN) | r=ty <t <..<tny= T‘}. (7)

For a partition IT € Part([r,s]), we define Ny as the number of subintervals and ¢(II) as its
fineness, namely as the length of its largest interval:

(b(H)défmax{tk—tk,l |k:1,...,NH}. (8)

Note that ¢(II) = 2 max,co, ) dist(t, IT). In particular, always dist(t, IT) < ¢(II). Having fixed a
partition IT = (tg, t1,...,tx) € Part([0,T]), we seek for some qi, k = 1, ..., Nz, which approximate
the solution ¢ at tg, i.e., qx = q(tg)-

Our energetic approach has the major advantage that the values g can be found incrementally
via the incremental minimization problem

Fo € 8(0) ¢ Qfind ¢q,...,qn € Q such that
(IMPH) T do ( ) na q1 qNn u (9)
g minimizes g — &E(tx, 9)+D(qr—1,q).

We briefly write g, € Argmin{ (¢, ¢)+D(qr-1,9) | ¢ € Q}, where “Argmin” denotes the set of
all minimizers. The following result shows that (IMP#) is intrinsically linked to (S)&(E). Without
any smallness assumptions on the time steps, the solutions of (IMP!!) satisfy properties, which are
closely related to (S)&(E).

Proposition 3.2 (Estimates for the incremental problem). Let (D1) and (E2) hold. All
solutions of (IMP') from (9) satisfy the following properties:

(i) For k =1,..., N we have that qx is stable at time ty, i.c., qx € S(ty).
(i1) With e; = £(t;,q;) and 0, = D(zx—1,21) we have, for k=1,...,Np,
Ltkk 05€(s,qr)ds < e —ep—1 + 0 < Ltkk,l 05E(s, qr—1)ds. (10)

—1

(iii) If (D2) and (E1) hold additionally, then solutions of (IMP™) exist.

Proof. Ad (i). The stability follows from minimization properties of the solutions and the triangle
inequality. For all ¢ € Q we have

E(tr, q) + D2k, 2) = E(tr, @) + D(2x-1,2) + D(2x,2) — D(2x-1,2)
> E(tr, qrx) + D(zh—1,2k) + D(21, 2) — D(2k-1,2) > E(tk, qr)-
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Ad (ii). The first estimate is deduced from gr_1 € 8(t;—1) as follows:

E(trs qr) + D(zk—1,2) — E(tr-1, qr—1)
= E(th-r. qe)+ [ 0:E(s, qu) ds+D (21, 21)—E(th-1, Gr—1)
> [[F0.E(s,qi)ds.

Since g € Argming &(tg, q) + D(zx—1, ), the second estimate follows via

E(tr,qr) — E(tp—1,qu—1) + D(2r-1, 2x)

< &tk qr-1) — E(tk—1,qk—1) + D(2k—1,26-1) = f:)il 0sE(s, qr—1)ds.
Ad (iii). The minimizers are constructed inductively. In the k-th step, gr—1 is known and any
minimizer y has to satisfy J(y) = E(tk,q) + D(zgp—1,2) < E(tg, qp—1) = Jr(qr—1), since ¢ = qr—1
is a candidate. Using D > 0 it suffices to minimize the lower semicontinuous functional J; on

the compact sublevel &(ty, ) < E(tg,qr—1). Hence, Weierstral’ extremum principle provides the
existence of a minimizer g. O

Now we use assumption (E2) to obtain a priori bounds on the energy and the dissipation for
the solution of (IMP!). Combining (E2), (4) and the upper estimate in (ii) of Proposition 3.2 give

er +0r < ep_1+ ek,l(e&(t’rtk*) — 1) = ep_qere(teti1) (11)
Using d; > 0 induction over k leads to
er < e H?Zl ereti=ti-1) = ggerets for k=1,...,Np. (12)
Summing (11) from k = 1 to n we find, after cancellations and using (12),

en 20105 <eo+ Y5 €1 (ere(ti=ti-1) _ 1)

<eg+egy p(eteti—ereti-n) = epetetn,

For each incremental solution (gx)r—1, . n of (IMP) associated with a partition IT = (to, t1,...,tnN) €
Part([0,77), we define the piecewise constant interpolant ¢/ with

gn(t) gp_q fort e [tg—1,tx[ and k =1,..., N, and QH(T) SIS (13)

which is continuous from the right.

Corollary 3.3. Assume that (D1) and (E2) hold and let IT € Part([0,T]). Then, for any solution
(@k)k=0,....n; of (IMP") the interpolant ¢ : [0,T] — Q satisfies the following relations.

(i) (S)diser Fort € II we have g™ (t) € 8(t).
(i) (E)giscr For s, t € IT with s <t we have the energy estimate

&(t,q"(t)) + Dissp (2, [5,1]) < &(s,¢"(s)) + [L 0,&(7,¢" (7)) dT.

(i1i) For allt € [0,T] we have the a priori estimate

E(t,q" (t)) + Dissp (27, 1]0,1]) < etet &(0, qo)-
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3.3 Statement of the main existence result

The existence theory developed below is based on the incremental minimization problem (IMPT)
and the a priori estimates derived above. Choosing a sequence of partitions whose fineness tends
to 0, we obtain a sequence of approximations and need to extract a suitable subsequence that
converges. This can be done for the z-component only, since the dissipation provides an a priori
estimate of BV-type, which allows for an application of a suitable version of Helly’s selection
principle as stated in Theorem 3.13.

Since the y-component allows for no control of the temporal oscillations, it has to be handled
differently. We could use a technique developed in [DFT05, FrMO06], which chooses additional
subsequences for each ¢ € [0,7] and thus is relying on the axiom of choice. Instead, we rely on a
metrizability assumption of the underlying topology, which guarantees the existence of measurable
solutions. This idea uses the fact that for stable states ¢ = (y, z) the energy £(t,-) depends only
on the component z. In particular, for the reduced functional J defined in (4) we have

It 2) = E(ty, ) for all (y,2) € S(2). (14)
We also define the reduced power via

Predal(t, 2) B sup{ :&(t,y,2) | y € Argmin E(t, -, 2) }. (15)
yeY

The important new observation is that along all energetic solutions the reduced power Pyeq(t, 2) is
realized, see (18).

After having identified a subsequence and a limit function, it is necessary to show that this limit
is an energetic solution. For this we need further conditions on the functionals & and D expressing
a certain compatibility between these two functionals. To define these conditions, we introduce the
notion of a stable sequence (tx, qx)ren via

sup E(tg,qr) <oo and VkeN: g€ S(ty). (16)
kEN

The compatibility conditions between € and D rely on convergent stable sequences and read as
follows:

Qr

V stable sequences (ty, qr)ren With (tx,qx) — (¢,¢) it holds:
atg’(ta q) = khm 8t€(ta qk)a (Cl)
q € 8(t). (C2)

Condition (C2) is called the closedness of the stability set. Condition (C1) is called conditioned
continuity of the power of the external forces. Note that in the limit in (C1) the time is fixed to ¢,
although ¢i € 8(¢x). These central conditions are discussed more in detail in Section 3.5.

We now state our existence result for energetic solutions. After preparing a few intermediate
results, the proof is completed on pp. 28-29 below.

Theorem 3.4 (Existence of energetic solutions). Assume that & and D satisfy the assump-
tions (D1)—(D2), (E1)~(E2), and the compatibility conditions (C2) and (C1). Further assume that

the topology of Q restricted to compact sets is separable metrizable. (17)

(i) Then, for each qo € 8(0) there exists an energetic solution ¢ = (y,z) : [0,T] — Q to the RIS
(9, &,D) with q(0) = qo. Moreover, q:[0,T] — Q is measurable and

OE(t, y(t), 2(t)) = Prealt, 2(t)) for a.a. t €10,T). (18)
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(it) If II' € Part([0,TY)) is a sequence of partitions with fineness ¢(II') — 0 for | — oo, and q'* is

the interpolant of any solution of the associated (]MPHL), then there exist a subsequence g = ¢
and a solution ¢ = (y,z) to the initial-value problem (Q,E,D, qo) such that the following holds:

Ve [0,T]: zi(t) S Z(t); (19a)
YVt e [0,7]: Dissp (s, [0,1]) — Disso(Z, [0,1]); (19b)
Vit e [0,T]: E(t qr(t) — £t q(1)); (19¢)

(-, qr(-)) = B€(-,q(-)) in L'((0,T)). (19d)

(#3) If additionally the functional € is such that for each stable point ¢ = (y, z) € 8(t) the functional

E(t,-, z) has the unique minimizery, then the convergence in (19a) can be improved to qy(t) 2 q(t).

We also provide an easy applicable version of the existence result, where we strengthen the
assumptions considerably, but still allow for a big variety of applications. By making D continuous
on Z, it is possible to decouple the assumptions on € and D completely, and the compatibility
conditions (C2) and (C1) can be established easily.

Theorem 3.5 (Simplified existence result for energetic solutions). Assume that (Q, &, D)
satisfy (D1), (E1), (E2), (17) as well as the following conditions:

D :ZxZ —[0,00[ is continuous; (20)
ICEL > 0Vq e Q with £(0,q) < 0o :

i ) (21)
8('7Q) eC ([O7T])7 |6t8(t7q)_at€(87Q)| < CE|t_S|8(O7q)'

Then, all assumptions of the main existence result Theorem 3.4 are fulfilled and, hence, existence
of energetic solutions to (Q, &, D) is guaranteed for all initial conditions q(0) = qo € 8(0).

Proof. Clearly, (20) implies (D2). To establish the compatibility conditions we use Corollary 3.9,
since our present assumptions (20) and (21) are exactly the conditions (28) and (30) imposed there.
O

3.4 Jump conditions for energetic solutions

Here we discuss some basic properties of solutions.

Let ¢ : [0,T] — Q be an energetic solution to (9, &, D). First, we exploit the energy balance to
show that ¢ satisfies simple a priori estimates for the energy and the dissipation. For this, we use
that (E) holds for all intervals [s,¢]. Omitting the nonnegative dissipation in (E) and employing
(4) in the power term give &(t,q(t)) < &(s,q(s))e*e =) for all 0 < s < t < T. Inserting this into
the right-hand side of the energy balance yields

&(t,q(t)) + Dissp (g, [s,1]) < &(s,q(s)) et for 0<s <t <T. (22)

Second, we derive a simple lemma, which implies continuity a.e. in [0, 7] of the z component.
For f : [a,b] — Y we use the following definition of one-sided limits:

,.,
~
—
>
=

FT) = limy, o+ f(t+R), f(bT) =

(23
f(t7) = limy, o+ f(t=h), f(a™)

g
~
=

o
N~—
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To analyze the behavior at jump points, first note that Dissp(z,[0,7T]) < oo implies that § : ¢ —
Dissp (2, [0, ¢]) has at most a countable number of jump points. At a continuity point of § we have

D(z(t—e), 2(t)) + D(2(t), z(t+¢)) < Dissp(z, [t—e, t+¢]) — 0 for e — 0.

Because {z(t—¢) | 0<e<ep} lies in a compact sublevel, we may assume z(t—e;) 2 .. By the
lower semicontinuity (D2) we find D(z, 2(t)) < liminf; .o D(z(t—¢;),2(t)) = 0. Using (D1) we
conclude z, = z(t). By uniqueness of the limit we find z(¢t7) = lim z(t—e) = z(¢). Similarly, we
have z(t1) = z(t). Hence, we conclude that z : [0, 7] — Z is continuous at every continuity point
of §. Moreover, at every jump point of ¢ the left-hand and right-hand limits z(¢~) and z(¢tT) exist.
In general, the three values z(¢™), 2(¢), and z(t*) may be different.

Since the jump conditions are most easily formulated in terms of the reduced system (Z,J, D)
we define the reduced stability sets

S(H) L {2e2|I(t2) <oo, VIEZ: I(t,2) <I(t,Z) +D(z,%)} (24)

Lemma 3.6 (Jump conditions for energetic solutions). Assume that (D1), (D2), (E1), (E2)
and (C2) hold. Let ¢ = (y,z) : [0,T] — Q be an energetic solution to (Q,E,D). Then, for all
t € [0,T] we have the relations

I(t,z(t) + D(z(t7), z(t)) = I(t, 2(t7)), (25a)
I(t, 2(t1)) + D(2(¢), 2(t1)) = I(t, 2(1)), (25Db)
I, z(t7)) = Tliglf I(r, z(7)), (25¢)
It, 2(tT)) = Tli_)r% I(r, z(1)), (25d)
D(2(t7), 2(1)) + D(2(t), 2(t7)) = D(=(t7), 2(tT)). (25¢)

Moreover, we have z(t™), z(t), z(t1) € g(t) C Z for all t €[0,T].

Proof. We consider only the first statement for ¢ > 0, since the second works analogously
for t < T. We subtract the energy balance for 7 < ¢ from that of ¢ and use (3) to obtain
I(t, 2(t)) + Dissp(z, [, t]) = &(r,2(7)) + f: Pred(s, 2(s)) ds. Passing to the limit 7 — ¢, the
last term disappears, and we find J(¢, z(¢)) + D(z(t ™), 2(¢)) = lim, - I(7, 2(7)).

We claim J(¢t, z(t7)) = lim, ;- I(7, 2(7)). By the lower semicontinuity (E1) we know J(¢, z(t7)) <
liminf ;- I(7,2(7)) as z(7) 2 z(t7). The opposite inequality follows from stability of z(7)
with respect to z(¢t7), namely I(7,2(7)) < I(1,2(t7)) + D(2(7),2(t7)). Using D(z(7), 2(t7)) <
lim, ;- Dissp(z,[r,s]) we obtain D(z(7),z(t7)) — 0 for 7 — ¢-. This implies
limsup,_,,— I(7,2(7)) < I(t,z(t7)) + 0, and (25a) and (25¢c) are established. Assertions (25b)
and (25d) are obtained analogously.

To establish the last statement fix ¢ € ]0,7] and consider ¢, = ¢(t—<) € §(t—21). Using (E1)
and (C2) there exists a convergent subsequence such that gy, 2 (7, 2(t7)) € 8(t), i.c., 2(t7) € $(¢).
Analogously, we show z(t") € 8(¢).

To establish (25e) it suffices to show “<”, since the triangle inequality (D1) implies “>”. For
this we use z(t7) € 8(¢) and test with z(t*) to obtain I(¢,z(t7)) < I(¢, 2(tT)) + D(z(t7), z(t)).
Inserting (25a) and (25b) the desired estimate follows. O
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3.5 On compatibility conditions (Cl) and (C2)

The central condition that makes the whole theory working is the conditioned closedness of the
stability set (C2). For this, the interplay of the chosen topology and the properties of € and D are
essential. The main philosophy of this condition is that stable sequences behave better than usual
sequences.

In many applications the power continuity (C1) is really a condition on € alone, namely if
€ :{(t,q) | £(t,q) < E} — R is continuous for all E > 0. Such cases typically occur if the space
Q is a reflexive Banach space equipped with the weak topology and if the loading of the problem is
lower order or even linear. However, there are also important applications where the full generality
of (C1) is needed, in particular, if D is not continuous.

A fairly general way of establishing the crucial closedness condition (C2) is given in terms of
finding a joint recovery sequence (q;)ien:

Y stab.seq. (t,q) 23 (t,q) Vg€ Q3G = G-

. ~ ~ 26

imsup (€, @) +D (o, &)1 0) < £ +D (g, D-E(00). 20
We also provide two stronger conditions, namely
V stab.seq. (¢, q) 2 (t,q) Vge Q3q 2 q:

. ~ ~ 27

fimsup (£(61,)+D (a1, ) < £(,+D(0,); 27
g = q, G = G and

’ = D(qk,qr) — D(q,9)- (28)

supgen (E(t, qu)+E(t, Gr)) < 00
Since the following results are straightforward, we refer to [MiR09b] for a full proof.

Proposition 3.7 (Sufficient conditions for (C2)). Assume (E1).

(i) If for each stable sequence (t;,q;) 2 (t,q) there exists a sequence (q;)ien such that
limsup,;_, . E(t1, @)+D(q, q1) < E(t,q), then the energy converges along stable sequences, i.e.

v Stab'seq' (tla ql) % (tv Q) : 8(tl7 QI) - g’(ta q) (29)

In particular, (27) implies (29).

(i) We have the implications (28) = (27) = (26) = (C2).

(iii) If (E2) holds additionally, then the conditions (26) and (27) remain the same if E(t;,-) is
replaced by E(t,-).

Concerning the conditioned continuity of the power, we mention that often the case is considered
that Y is a weakly closed subset of a reflexive Banach space Y equipped with the weak topology.
Moreover the energy takes the form &(t,q) = ®(q) — (¢(t), y), where £ € WHL([0,T],Y*); then it is
easy to establish (C1) even without using the stability.

The following abstract result establishes the continuity of the power (C1) under more general
conditions. It purely relies on semicontinuity properties, is independent of a linear structure, and
goes back to an idea in [DFTO05] for showing that the stresses in nonlinear elasticity converge
weakly, if the functions y™ as well as the energy converge. The following result is an abstract and
much simpler version of this fact, see [Mie05, Prop. 5.6] for the proof.
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Proposition 3.8 (Sufficient conditions for (C1)). If £ satisfies (E1)~(E2), then (30) implies

(31):
VE>0Ve>036>0Vt,t2€[0,T)VgeQ: (30)
€(0,q) B, [ta—t1| <6 = |0:&(t1,9)—0€(t2,9)| < e,
(tm,q )Q—T>(tq) and
e ’ = &t qm) — 0:E(L,q). (31)

E(tm, qm) — E(t,q) < o0

Together with Proposition 3.7 we obtain the following result.

Corollary 3.9. Assume that (D1), (D2), (E1), (E2), (27), and (30) hold. Then both compatibility
conditions (C1) and (C2) are satisfied.

3.6 Proof of Theorem 3.4

The proof follows the main steps in [FrMO06], however it includes a new argument, namely a precise
characterization of the power, see (18) and Proposition 3.11. This approach allows us to simplify
the assumptions considerably in the case that Q satisfies the metrizability condition (17).

The proof of the main existence result makes extensive use of the reduced energy functional
J: Zp — Ry, since the stability condition (S) as well as the energy balance (E) can be formulated
easily for the reduced RIS (2,79, D). For this recall the reduced stability set S(¢) defined in (24).
Clearly, we have ¢ = (y,z) € 8(¢) if and only if z € g(t) and y € ArgminE(t, -, z). The only
difficulty in reducing from Q to Z is that in general J(-, z) is no longer differentiable. Thus, we
define energetic solutions z : [0,7] — Z of the reduced RIS (Z,J,D) via the reduced power Pyeq
defined in (15) as follows:

(S)red Z(t> € S(t)a (32)
(E)req I(t,2(t)) + Dissn (2, [0,]) = 3(0,2(0)) + [y Prea(s, 2(s)) ds.

Because of (18) each energetic solution g = (y, z) : [0,7] — Q gives rise to a reduced energetic
solution z : [0,7] — Z for (Z,J,D). The next lemma shows that the opposite is also true. Each

solution z for (Z,J,D) can be made into a full solution ¢ = (y, z) for the RIS (Q, &, D) by selecting
a suitable measurable y-component.

Lemma 3.10 (Selection of the y-component). Assume that (D1), (D2), (E1), (E2), (C2),
(C1), and (17) are satisfied. Let z : [0,T] — Z be measurable with Dissp(z,[0,T]) +
supyepo,r1 J(t, 2(t)) < oo and z(t) € S(t) for each t € [0,T). Then there exists a measurable function
y: [0, T] =Y such that for all t € [0,T] we have

(y(t), 2(t)) € 8(t) and Prealt, 2(t)) = O:E(t, y(t), 2(t)).

Proof. Our proof is based on a variant of Filippov’s selection theorem, which we use here with
the complete measure space ([0,7],&,u) with & =the o-algebra of the Lebesgue measurable
subsets and p = £!(-) the one-dimensional Lebesgue measure. For given (¢,2) € Zr we define
M(t,z) = Argmin{ &(t,7,2) | ¥ € Y}. For the given measurable z : [0,7] — Z we compose a
set-valued mapping G : [0,7] = Y via
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G(t) = M(t,z(t7)) UM(t,z(t) UM(t, 2(tT)) cY C Y,

where Y is a compact subset of Y, which exists due to (E1). Using assumption (17), we know that
the topology on Y is complete, separable and metrizable.

Using (E1) each M(t,z) is nonempty, and hence each G(t) is nonempty. Employing (C2) we
show that the graph Gr(G) = {(¢t,y) | y € G(t) } is closed in [0, T]xY and hence is measurable.
Indeed, consider (tx,yr) € Gr(G) with ¢ — t. and yr — y., then there exists z, = z(t}) with
ty € {t,t; .t} '} such that y, € M(ty,z). Using the last statement in Lemma 3.6 (which is valid
for every measurable z : [0,7] — Z with z(t) € g(t) and not only for energetic solutions), we

conclude (yg, zi) € S(t). After taking a subsequence (not relabeled) we may assume zj 2 2, and
(C2) provides (Y, z«) € 8(t«), which implies y. € M (L., z.). Moreover, (t., z.) lies in the closure of
Gr(z) C Zr, which means z, = z(t) with t{ € {ts,t, ,t{ }. Thus, we have established y. € G(t.)
as desired.

The set-valued mapping F' : [0,7] = Y is defined via F(t) = M(t,z(t)). Clearly, F(t) is
nonempty and closed for each t. Since z is continuous outside an at most countable set J(z) C [0, 7],
we have F(t) = G(t) for t € [0, T]\J(z). Thus, F is a measurable set-valued mapping as well.

We now define the function g : Gr(F) — R via
g(t,y) = 8:&(t,y, 2(t)) — Preal(t, 2(t)) for t € [0,T] and y € F(t).

For fixed t € [0,T] the function ¢(¢,-) : F(t) — R is continuous because of (C1). Since & has
compact sublevels by (E1), g is Borel-measurable. Moreover, z : [0,T] — Z is Borel-measurable,
since it is continuous except for a countable number of points. Thus, for each h > 0 the functions v, :
[0,T—h|xY — R;(t,y) — E(t+h,y, z(t)) are (LRB(Y), B(R))-measurable. Since g is the difference
of the pointwise limit of the measurable difference quotients + (v, —70) and t — Prea(t, z(t)) (which
is measurable), it is measurable as well. Hence, the restriction of g to Gr(F') is measurable.

Next we show that for each ¢ there exists y € F(t) with g(t,y) = 0. Indeed, by (E1)
the set M(t,z(t)) = Argmin&(t,-, 2(t)) is a nonempty compact set. Choose a sequence (y,)
approaching the supremum in the definition (15) of the reduced power, viz., Prea(t, 2(t))

sup{ O&(t,y,2(t)) |y € M(t,z(t))}. Taking a subsequence, we may assume Y, 2oy,
M(t, z(t)). Since (ym,,z(t)) € 8(t) we have a stable sequence, and (Cl) gives Preq(t, z(t))
limy, 00 OE(t, Y, , 2(t)) = OLE(t, ys, 2(t)), as desired.

We are now able to apply Filippov’s theorem (cf. [AuF90, Thm. 8.2.9410] and obtain the desired
measurable selection y : [0,T] — Y with y(¢t) € F(t) and g(¢, y(t)) = 0. O

I m

We next present a lower energy estimate that is valid for all stable processes. The fact that
stability implies such a lower energy estimate was first observed in [MiT04]. Here we use a stronger
version that replaces the work of the external forces on the right-hand side by the integral of the
reduced power P,qq. Since the left-hand side in (33) does not depend on the y-component of the
stable process (see (14)), it is clear that the lower bound on the right-hand side should also be
expressible in terms of z alone. It is this seemingly simple observation that allowed us to simplify
the assumptions of the main existence result.

Proposition 3.11 (Lower energy estimate). Assume that (D1), (D2), (E1), (E2), (C2), (C1),
and (17) hold. Let g = (y,2) : [0,T] — Q be measurable with sup,¢(o 1 E(¢, q(t)) + Dissp (2, [0,T]) <
00, and q(t) € 8(t) for allt € [0,T). Then, for all0 < r < s < T we have the lower energy inequality

€(s,q(s)) + Dissp (2, [r, 5]) — E(r,¢(r))

(33)
> [7 Prealt, 2(t))dt > [T 01E(t, q(t))dt.
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Proof. We use the fact that the left-hand side is independent of the y-component, viz. (14). By
the stability of ¢(r) and ¢(s) it can be written as I(s, z(s)) 4+ Dissp(z, [r, s]) — I(r, z(r)). Thus, it
suffices to show the first inequality in (33), since the second one follows directly from the definition
(15) of the reduced power, namely 9;E(t, ¢(t)) < Prea(t, z(t)) for all ¢t € [0,T]. By Lemma 3.10 we
may choose y such that we have equality.

Hence we assume now that ¢ satisfies this equality, i.e. 0,E(t,q(t)) = Prealt, 2(t)). Take any
partition IT = (tg,t1,...,tn) € Part([r, s]). For each t;_1 € II we use q(tj_1) € 8(tj_1) to obtain
E(tj—1,q(tj—1)) < E(tj—1,q(t;)) + D(q(tj—1),q(t;)), which is the same as

E(ty, qty) + D(z(tj-1), 2(t;)) — E(tj-1,q(t;-1)) > (E(t;, q(t;))—E(ti-1.q(t;))).

Summing over j € {1,..., Ny} we find

€(s,q(s)) + Dissp(z, [r, s]) — E(r, q(r))

> &(5,4(5)) + 2500 D(2(t5-1), (1)) — E(r,q(r))

> Y (&, a(t) =€t -1, (L)) = S50 7 (o alty))dr
— frs 0:&(r, g (7)) dr,

where g/ is the left-continuous interpolant with g/ (t) = q(t;) for t € |t;_1,t,]. Since the partition
1I was arbitrary, we can apply Lemma 3.12 to obtain the desired result. O

Lemma 3.12. Let the conditions (E2), (C1) and the metrizability condition (17) hold. Moreover,
assume that q : [0,T] — Q is measurable, and there is a C > 0 such that for all t € [0,T] we have
E(t,q(t)) < C and q(t) € 8(t). Then, for all r,s € [0,T] with r < s we have

t
sup /(% 7, g7 )dTZ/ 0-E(7,q(7))dt.

ITePart([r,s])

Proof. Since each function t — E(t+h, ¢(t)) is measurable, the power 7 +— 9,&(7, ¢(7)) is measur-
able as well, because it is a pointwise limit of measurable difference quotients. Moreover, there is
a constant ¢y > 0 such that [0;E(t, 7 (t))| < cole.

Using (17) we may apply Lusin’s theorem to ¢, which takes values in a compact set since the
energy is bounded. For € > 0 we find a compact set K C [r, s] with

col'([r,s] \ K)\e < ¢, and q|x : K — Q is continuous. (34)

This implies [ 8;€(t, g™ (¢))dt > [, 8:E(t, g™ (t))dt — € for all partitions II.

We now construct a sequence of partitions (II,), that allows us to prove the assertion. Let
tg = r and define the other points inductively, namely as long as ' < s we set

. rnax{teK|t?<t§t?+%}ifKﬂ]t?7t?+ ] #0,
. 1 =
I min{t"+1, s} else.

On the one hand, there cannot be two adjacent intervals that are small: if ¢7,, <t} + %, then
K ﬂ} JH,t?—l——] is empty. Now, if ¢, < s, then ¢7,, exceeds min{t?—l—%,s}. Hence, I1,, has at
most 2(s—r)n+1 intervals, and by construction the fineness satisfies ¢(I1,) < % On the other
hand, the choice of the nodes in IT,, is such that for ¢ € K we always have 7 (t) € K as well.
Indeed, ¢7,, € II \K occurs only, if |¢ ] 7t +1] has empty intersection with K. Thus, we have shown
7 (t) € K and 7 (t) — ¢+ forn — oo for all t € K.
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Recall g7 (t) = q(7(t)) and use the stability of q to conclude that (77 (¢), " (t))nen is a
stable sequence converging to (Z,q(t)) because of (34). Exploiting (C1) we find 9;&(¢, g (t)) —
0 E(t, q(t)) and
limy, oo [ O:E(t, 77 (1) dt = [} 9:E(t, q(t)) dt by Lebesgue’s dominated convergence theorem.
In summary we have

supy; [70iE(t, g7 (t))dt > limsup, . [ 0:&(t, g7 (t))dt
> —e 4 limsup, . [ O:EE T (1)) dt = —e + [ 0:E(t,q(t))dt
—2e + [ 0,E(t,q(t))dt.

Y

Because € > 0 was arbitrary, this is the desired result. ad

The existence theory developed below builds on the (IMP?) and a priori estimates. The general
strategy for constructing solutions to (S)&(E) is to choose a sequence of partitions II™ with
(IT™) — 0, to extract a convergent subsequence of (2!);ey of (27" ),men, and then to show that
the limit z : [0,7] — Z solves (S)&(E). The existence of a convergent subsequence is guaranteed
by the following version of Helly’s selections principle, see [MaMO05, MRSO08] for a full proof.

Theorem 3.13 (Generalized version of Helly’s selection principle). Let D : ZxZ — [0, o]
satisfy (D1) and (D2) and let X be a (sequentially) compact subset of Z. Then, for every sequence
(zYien with 2 : [0,T] — X and sup,cy Dissp (2!, [0, T]) < oo, there exist a subsequence (2'*)nen
and functions zeo : [0,T] — K and 0 : [0,T] — [0, C] such that the following holds:

(i) &1, (t) = Dissp (', [0,t]) — duo(t) for all t € [0,T);

(ii) 21, (t) 2 zso(t) for all t € [0,T);
(m) DiSSD(ZOO, [to,tl]) < 6oo(t1) — 6oo(t0) fOT’ all0 <ty <t; <T.

We are now ready to prove the main existence result stated in Theorem 3.4.

Proof (of Theorem 3.4). We divide the proof into 6 steps.

Step 1: A priori estimates. We choose an arbitrary sequence of partitions II™ whose fineness
fm = (II"™) tends to 0. The time-incremental minimization problems (IMP) are solvable and
the piecewise constant interpolants ¢ = (y™,2™) : [0,T] — Q defined in (13) satisfy the a priori
estimates - -

Dissp (2™,]0,T]) < Cp and Vte[0,T]: E(t,q™(t)) < Ce,

where C'p and C¢ are given explicity in Corollary 3.3.

Step 2: Selection of subsequences. Our version of Helly’s selection principle in Theorem 3.13 allows
us to select a subsequence of (2™)mnmen that converges pointwise and that makes the dissipation
converge as well. Moreover, the functions P™ : ¢t — 0;E(t,¢™(t)) form an equibounded sequence
in L1((0,7)). Thus, by choosing a further subsequence (¢"*)ren we may assume the following
convergence properties for k — oo, where we write ¢ as shorthand for ¢™* and pj, for P™*:

Pk — Pweak in Ll((O7T))7
Vte[0,T]: 0u(t) ™ Dissp (2, [0,4]) — 5(t) and 2 (t) = 2(t).

Since the limit z : [0,T] — Z satisfies Dissn(z,[0,7]) < §(T) < Cp < oo, we know that z is
measurable and that it satisfies the energetic bound J(¢, z(¢)) < Ce. Thus, Lemma 3.10 provides a
measurable y : [0,7] — Y such that

y(t) € Argmin (¢, -, 2(t)) and 9:E(y(t), 2(t)) = Prealt, 2(1)), (35)
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and y(0) = yo, where go = (Yo, 20) is the given initial value with gy € 8(0). By construction
z(0) = 2™(0) = zo such that y(0) = yo is an admissible choice satisfying the first relation in (35)
but not necessarily the second.

Step 3: Stability of the limit function. We use the compatibility condition (C2). For fixed ¢ € [0, T]
we define 7 to be the largest value in II"™* N [0, ¢] such that qx(t) = qr(7%). Then, qr(t) € 8(x),

7 < t,and 7, — t. By choosing a further subsequence, if necessary, we obtain gy, (t) 25= (7, 2(¢)).
In particular, (g, , gk, (t))ien forms a convergent stable sequence. Now, (C2) yields ¢ € $(¢), whence
y € Argmin £(¢, -, 2(t)). However, this also implies ¢(t) = (y(t), z(t)) € 8(t), since for all ¢ = (¥, 2) €
Q we have &(t,q(t)) = I(t, 2(t)) = E(t,q) < E(L,q) + D(2(t),2).

Step 4: Upper energy estimate. We define the functions

ex(t) = E(t,qu(t)), Or(t) = Dissp(2r,[0,1]), eoo(t) = liminf ey (t),

k—o00

E(t) = &(t,q(t)),  A(t) = Dissn(z,[0,]),  duo(t) = lim 65(1),

k—oo
wi(t) = fg 05E(s,qr(s))ds = fot pr(s)ds,
W)= fot 0s€(s,q(s))ds = fot Prea(s, z(s))ds,

where by construction e (0) = E(0) = ex(0). Employing Corollary 3.3(ii) and the boundedness
of 0:€ by CiAe (use (E2) and Step 1) give ey (t) 4+ 0x(t) < E(0) + wy(t) + C1Aegp(II™*). Since €
and Dissp are lower semicontinuous (cf. Theorem 3.13(iii)) and since by weak convergence we have
Woo () = limp 00 wi(t) = fot Pweak (8)ds, the limit k& — oo leads to

E(t) + A(t) < eoo(t) + 00 (t) < E(0) + woo(t) = E(0) + [ peak(s)ds. (36)

The next step is now to relate pyeax and Preq(, z(+)) using the compatibility condition for the

power (C1). As in Step 3 we choose a subsequence of (gx(t))r such that 8(7x,) > gx, (t) 5 g and
Py (1) = peup(t) = limsup,,_, . px(t). Thus, (C1) is applicable and we find

Pk, (t) = atg(tv gk, (t)) - 8t8(t7 a)) = psup(t) < fPer(t, Z(t)),

where the latter estimate follows from ¢ = (y, 2(t)) € 8(t) (use (C2)) and the definition of Pyeq.
Fatou’s lemma gives weo(t) < fg Psup(s)ds, and we conclude the upper energy estimate

E(t) + A(t) < eo(t) + 00 (t) < B(0) + 1w (t) < E(0) + W (2).

Step 5: Lower energy estimate. Because of our construction of the function ¢ : [0,T] — Q, we are
able to apply Proposition 3.11 and obtain the lower energy estimate E(t) + A(t) = E(t, q(t)) +
Dissp(z, [0,t]) > €(0,2(0)) + fg 05€(s,q(s))ds = E(0)+ W (t). Thus, we have shown that the limit
function ¢ : [0,T] — Q satisfies stability and energy balance for all times, whence it is an energetic
solution.

Step 6: Improved convergence. Finally we show that the convergences (19) stated at the end of the
theorem hold. The convergence (19a) is already shown. The lower and upper energy estimate imply
E0)+W(t) < E(t) + A(t) < eos(t)+000(t) < B(0)+ [ preards < E(0)+ [} pupds < E(0)+W (1).
Hence, all inequalities are in fact equalities. Using E(t) < eco(t), A(t) < doo(t), and pweak < Psup <
Prea we conclude A(t) = 0o (t) and E(t) = exo(t), which proves the convergence statements (19b)
and (19c). Moreover, we also find pweax(t) = Psup(t) = Prea(t, 2(t)) a.e. in [0,T]. Since the weak
limit and the pointwise limsup of the sequence py, coincide, the strong convergence (19d) holds, cf.
[FrMO06, Prop. A2]. Thus, Theorem 3.4 is proved. O



30
3.7 I'-convergence for sequences of rate-independent systems

We now consider sequences of rate-independent systems ((Q, Ex, Di))ren and study the question
under what assumptions energetic solutions gy : [0, 7] — Q converge to a limit, which is an energetic
solution to a limit system (Q, £, D). As already revealed in [MRS08], this theory is still very
close to the existence theory for energetic solutions above, so the proof of I'-convergence follows
essentially the same six steps of the proof of Theorem 3.4.

The notion of I'-convergence, introduced by De Giorgi [Deg77], exclusively applies to function-
als. Tt is sometimes also called variational convergence or epigraph convergence, cf. [Att84, AuF90,
Dal93, Bra02]. Here we just give a brief outline that is sufficient for our purposes. We consider a
metrizable topological space Q, which means for our application that we restrict to a compact sub-
level and use the metrizability assumption (17). For a sequence (Jx)ren of functionals Ji : Q — R
we are interested in the behavior for £ — oo, which reflects the behavior of minimizers. In particu-

lar, the I'-limit J is defined in such a way that if ¢ minimizes J; and g g (oo, then g, minimizes

J.

Definition 3.14 (I'-convergence). A sequence (Ji)ren of functionals on a metrizable topological

space Q I'-converges to J : Q — R, written J = I;—Iim Ji or Ji L, d, if
— 00

(Ling)  I-liminf estimate:
Q ..
a—q = (g <liminfr oo dr(qr),
(Isup) I'-limsup estimate or “existence of recovery sequences”:

~ ~ o~ O ~ . ~
Vg€ Q3 (q)ren with gx = 72 3(q) = limsupy, . dk(qk)-
The sequence (qx)ken is called a recovery sequence for g since (Iing) and (Lsup) imply dx(qx) — 3(q),
i.e., gr recovers the correct energy level. The following results are fundamental in the theory of
I'-convergence.

Proposition 3.15. Under the above assumptions we have the following:

(i) § = I'-liminfy_, Ji is always lower semicontinuous.

(i) For §,dr : Q — Ry with § = I'limg—.o0 i, set @« =infg J and oy = infg Ji. Assume o € R
and that there exist 6 > 0 and a compact set C C Q such that all sublevels {q | di(q) < a+d} are
contained in C. Then, ay, — « and for each sequence qj, with g, — q and limsupy_, . dk(Gr) = «
we have 3(q) = «, i.e., q is a minimaizer of J. In particular, if qi. are minimizers of Ji, we conclude
that all accumulation points of (qi)r are minimizers of J.

It is surprising that I'-convergence can be used in a rather easy way for energetic solutions
of RIS. This is certainly due to the fact that the evolution is strongly governed by the static
stability condition. Applications of I'-convergence occur naturally in space-time discretizations
([KMRO5, MiR09a, MPP09]) or homogenization ([MiT07]) of rate-independent material models.
See also [GiP06, BEMOS] for applications in fracture or [BMR09, Mie09] for damage.

def

We now list the assumptions on the rate-independent systems (Q, &k, Di), k € Noo = NU {00},
which are sufficient for our convergence theory. They are in complete analogy to the assumptions
in the existence theory above; however, certain assumptions need to be uniform in %, while other
assumptions are only needed for the limiting system with k = co. Since we are already dealing with
a sequence of problems and we have to choose subsequences several times, we need to adjust the
notion of stable sequences. The stability sets 8 (t) are defined for (Q, €k, Dy) as in (5). A sequence
((t1, qr,))ien 1s a stable sequence (abbreviated as “stab.seq.” further on), if
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qr, € Si, (1) foralll e N and sup;cy €k, (tr, qr,) < 0. (37)
Note that (qx, )ien denotes a subsequence to indicate the index k; for which we have stability. As

in the previous sections, we say that ((¢;,q))ien is a stable sequence for (Q,&, Do) if ¢ € Soo(tr),
and we shortly write “stab.seq.>®” in that case.

We collect all our assumptions and comment on them afterwards.

Quasi-distance: Vk € Ny V2,2,2€ 2 :

38a
Di(2,2) =0 & z=7Z and Di(z,2) < Dr(z,2) + Di(Z, 2). (382)

Lower semicontinuity of Dy,: (38b)
Vk€Ny: Di: ZxZ —[0,00] is lower semicontinuous.

Lower I'-limit for Dy:
¥ stab.sed. (1, qr,) 5 (t,¢) and (f1,q,) 2% (£,) - (38¢)

‘DOO(Q? ’qv) S hggjlf Dkl (le 5 akl)-

Compactness of energy sublevels:

For all ¢ € [0,T] and all E € R we have

(38d)
(i) VkeNw: {qe€ Q| &t q) <E} is compact;
(i) Upei{q€ Q| &kt q) < E} is relatively compact.
Separability and metrizability: The topology restricted to (38¢)
e

sublevels of E(¢,-) is compact, separable and metrizable.

Uniform control of the power 0.E:
e >0Vk €Ny V(t,q) with Ex(t,q) < o0 : (38f)
&r(-,q) € CH[0,T)), 10:€k(t,q)| < Ne€i(s,q) for s € [0,T].

Lower I'-limit for E:

Qr . (38g)

v stab.seq. (ti,qx,) — (t,q) : Ex(t,q) < hlmlnf &y (1, qr,)-

Conditioned semicontinuity of the power: YVt € [0,T] :
v stab.seq. (tla ka) % (tu Q) o lim sup atakz (t7 ka) < 8t800(t, Q)v (38h)
l—o00

V stab.seq™ (t,d@) 3 (t,q) : lim inf 9, oo (1, @) > 0rEool(t, q). (381)
Conditioned upper semicontinuity of stability sets: (38i)
J

Vv stab.seq. (1, qx,) 2 (t,q) : q € Sx(t).

Assumptions (38a)—(38¢c) mainly concern the dissipation distances Dy: the first two correspond
to the earlier conditions (D1) and (D2), whereas (38c¢) is the new I'-liminf condition. Assumptions
(38d)—(38g) are mainly on the stored-energy functionals £: the first two correspond to the earlier
(E1) and (E2), whereas (38¢g) is the new I'-liminf condition. Conditions (38j) and (38h)—(38i)
correspond to the compatibility conditions (C1) and (C2), respectively.



32

It may seem strange that we do not ask the I'-convergences of Dy, L Do and & (t,-) Loes (t,-)
for k — oco. In fact, we do not need this in general, because the compatibility conditions (38h),
(38i), and (38j) implicitly provide the I'-limsup estimates when restricted to the stability sets
8o (t). In fact, condition (38j) is almost identical to the compatibility condition (C2). Hence, the
construction of joint-recovery sequences in Section 3.5 applies equally here. Whereas in many

practical applications Dy L Do and Eg(t,-) L € holds, the importance of the interlinked
assumptions is that we are automatically forced to consider I'-convergence in the intrinsic topology,
namely the one induced by convergence of stable sequences.

We present two convergence results and refer to [MRSO08] for the proofs. The first result concerns
exact solutions ¢ of the RIS (Q, &y, Dy), and we already assume that these solutions converge.
This is not a restrictive assumption, since from the proof it becomes clear that any sequence of
solutions has a subsequence for which the z-component pointwise converges, and that is the only
important assumption.

Theorem 3.16 ((Q, &k, D) converges to (Q,Ex, D). Assume that (38) holds and that gy,
[0,T] — Q are energetic solutions of (Q,E, D). Let us further assume that, for all t € [0,T], we

have qi(t) 2 q(t) and €(0,qx(0)) — €(0,¢(0)) for k — oco. Then q : [0,T] — Q is an energetic
solution of (Q, o, Do), and for all t € [0,T] we have

Ex(t,qr(t)) — Exo(t,q(t)), Dissg(qk,[0,t]) — Diss(q, [0, t]),
& (- qr(-)) = 0i€oo(-,q(+)) in LH([0,T7).

Next we show that even incremental solutions of (Q, &y, Dy) for a given sequence (IT*)en of
partitions with fineness ¢(IT¥) — 0 have subsequences converging to solutions of (Q, €., Doo).
Thus, we do not need exact solutions of each (Q, &k, D) to guarantee that the limiting functions
are solutions. For the partitions IT% = (0= t’g,t’f, . ,té“vrl,t’ka = T), we use the fully implicit

incremental minimization problem (IMP)?

Given ¢f € Q, for j =1,..., N}, find qj € Argmin (Ek( J,q) + @k(qj 1,q))
qeQ

For each solution ((t¥,¢}))j=0.1.....n, we define the piecewise constant interpolants ¢* : [0, T] — Q as

.....

n (13). The following result states the convergence of subsequences of the solutions gk to energetic
solutions of the limit system (Q, &, D).

Theorem 3.17 ((IMng) converges to (9, €, Dw)). Let conditions (38a)—(38j) hold. Let the
sequence of partitions IT* satisfy ¢(IT¥) — 0, and let the sequence of initial conditions qf satisfy

@ >q  and  €4(0,¢5) — €x(0,q0) € R. (39)

Then, each (IMP)* has at least one solution ¢* : [0,T] — Q and there exist a subsequence (q*)ien
and a measurable, energetic solution q : [0,T] — Q for the RIS (Q, €, Do) with q(0) = qo, such
that (i)—(iv) hold:

(i) Yt e[0,T]: &k (t g (1) — Exclt, q(t)),
(ii) Vt € [0,T] : Dissy, (q (Z t [O,t]) — Disseo(q, [0,1]), (40)
iii) Vt € [0, 7] : 2K (t) = 2(¢),

( 1

") = 0e€oc (-, q(+)) in L'([0,T]).

Moreover, any q : [0,T] — Q obtained as such a limit is an energetic solution of (Q,Ex, Do), if
additionally y(t) € Argmin E(¢, -, 2(¢)) for all t and 0;E(t,y(t), 2(t)) = Py (t, 2(t)) a.e. in [0,T].
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4 Rate-independent systems in Banach spaces

In Banach spaces we have two important additional tools deriving from the linear structure. First,
the functionals at hand may have differentials or subdifferentials such that it is possible to formulate
force balances and rate equations rather than comparing energies, as in the energetic formulation.
Second, we can employ convexity and duality methods like the Legendre-Fenchel transform as
indicated in Section 2.5.

In Section 4.2 we discuss several weakened versions of the subdifferential problem
0 € 9;R(q(t), 4(t)) + V2 + 4E(t, q(1)), (1)

with € = 0 and provide some comparison to energetic solutions. Using convexity arguments we
derive temporal continuity properties in Section 4.3. Finally the vanishing-viscosity approach con-
siders first € > 0 and then the limit ¢ — 0 is used to derive new types of solutions, namely the
notion of parametrized and BV solutions.

4.1 The basic Banach-space setup

Before starting with details we explain the usage of the different Banach spaces X, V', C, and
Q = Y xZ. The smallest space Q is a reflexive Banach space, such that & : Qp = [0, T]xQ — Ry
has bounded and weakly closed sublevels. For € : Q7 — Ry, (similarly for the reduced functional
J: Zpr — Ry) we make the following assumptions, which are used without further mentioning in

the sequel:
3e,C>0V(t,q) €Qr: E(t.q) =clq| - C; (2a)

IXe >0V (s,q) € Qr with £(s,q) < co:

(2b)
&(-,q) € CL([0,T]) and |0:E(t,q)| < Ae&(t,q) for all t.

Then, the basic energy estimate, cf. Section 2.4, shows that all solutions and approximations of

interest lie in a bounded set in @, which is useful for extracting subsequences that weakly converge

in Q.

The function space X is chosen to make the dissipation coercive, i.e. R(z,v) > c|jv||x. The
space C is used to provide uniform convexity properties like (D2E(t, q)w, w) > ¢[|w||g. Finally, the
Hilbert space V is used for measuring viscosity, e.g. in the small viscosity approximation we use
the dissipation potential R.(z,v) = ¥(v) + 5||v||3,. Throughout we assume that the embeddings
QCC,ZC X,and Z C V hold. Having in mind the PDE version of our standard Example 2.8,
namely

0 €Sign(2) +eVzi— Az + &' (2) — U(t,z), (t,x) €[0,T]x02, z(t,")|on =0,

we have R.(z,v) = |Jv[|i: + §[|v[}. and I(t, 2) = [, 5|Vz|* + &(z) — £(t)z dz. This leads to the
typical choice Z =H}(2) € V =L1L%(2) c X = L' ().

A major difficulty for rate-independent systems arising in applications in continuum mechanics
is that the rate-independent norm of X is usually given in terms of a (weighted) L' norm. Thus, in
general X is not reflexive and does not enjoy the Radon-Nikodym property, which would provide
differentiability of Lipschitz functions. In principle, it would be possible to use the weak™ derivative
+(2(t+h) — z(t)) = # in a bigger space X, which contains X as a closed subspace and is the dual
of a separable space, e.g. M(£2) D L*(£2). However, we are able to avoid this concept by using the
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dissipation Diss in derivative-free form. Another way to handle the missing weak closedness of X
is discussed in Section 5, where X is treated as a complete metric space.

Ezample 4.1. A typical example for X = L'(R) is obtained by the functions z(t) = X[a(),5(1)
where o, 3 € WH1([0, T]) with a < 8 a.e. Letting f(t) = |a(t)|+]58(t)| we obtain ||z(t2)—2z(t1)|L: <
to

la(t2)—a(t)] + |B(t2)=B(t)| < [, f(t) di. Hence z lies in AC([0,T],LY(R)) but not in
WHL([0,T], LY(R)), since 2(t) = B(t)ég(t) — &(t)da(t) is a Radon measure but not in L*(R).

The linear Banach space structure allows for the usage of subdifferentials. For the dissipation
potential R we always use the convex subdifferential 9,R(z, -) for the convex function R(z,-) : X —
R . For the energy functional £(t, ) : Q@ — R, there are several possible choices of subdifferentials.
For simplicity we restrict to the limiting subdifferential used in [RoS06], also called Mordukhovich
differential. It is a suitable closure of the Fréchet subdifferential

;" €(t,q) = {n € Q" | &(t,q+w) = &(t,q) + (n.w) + o(|wl@)z—0 }

and is given in the form

3qg(taQ) = {neQ [ 3(qn,Mm)nen: Mn € 85r8(t,qn), qn — qin Q,
Nn — 1 in Q, sup, ey E(t, ¢n) < 00 }.

For the sum of a convex function J; and a C! function J» we have the sum rule

9(d1+32)(q) = 091(q) + Dd2(q). (3)

Of course, most definitions and some of the results can be transferred to other subdifferentials, but
this would complicate the presentation unnecessarily.

The difficulty in finding a suitable notion of subdifferential lies in the two opposite requirements.
First, we want the subdifferential to be sufficiently large, such that it has good closure properties.
If approximations satisfy 7, (t) € 9,&(t,q,(t)) ae. in [0,T], g, ~ g, and 7, ~ 1, we want to
be able to conclude n(t) € 9,&(t, q(t)) a.e. in [0,T]. Second, we want the subdifferential to be
not too big, such that we still can show a counterpart to the classical chain rule %g(t,q(t)) =

(Dg&(t, (1)), (1)) + D E(t, q(t))-

As a start, we define a suitable generalized chain rule, which will be useful in the following
sections. Here Y is a general Banach space, which can play the role of Rx Z for time-dependent
functionals.

Definition 4.2 (_Chain rules). Let Y be a Banach space_and d Y — R, a functional with
(sub)differential 9 : Y = Y*. We say that the triple (Y, d,0d) satisfies the chain-rule equality, if
for all y € WH1([0,T];Y) and all measurable 7 : [0,7] — Y * the following holds:

: T .
if supiefo,r 3(y(t)) < o0, fo 5@y [In(®)lly-dt < oo,
and 7(t) € 99(y(t)) a.e. in [0, 7],
then ¢ — J(y(t)) is absolutely continuous and (4)

Ca(n) = (1), 5(0)) ae.n 0,7]

We say that (Y,J,09) satisfies the chain-rule inequality, if for all y € WHL([0,T];Y) and all
measurable n : [0,7] — Y* we have
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i supye(o.7 Ay (1) < oo, [ 5()ly In(t)l|y- dt < oo,
and 7n(t) € 99(y(t)) a.e. in [0, 7], (5)
then [, (5(t), n(t))dt > 3(y(0)) — d(y(T)).

The chain rule holds for functionals & € C*(Qr), but also in much more general situations, see
e.g. [RoS06]. We apply the chain rules to the space Y = RxV, and we always assume classical
differentiability of J with respect ¢ € [0,T]. Hence we have to be careful only with respect to 9,7

and usually split off the work of the external forces fOT 03 (¢, z(t)) dt.

We now provide a few more examples for the Banach-space setting. They are rather degenerate
and will serve as counterexamples.

Ezample 4.3. We let 2 =10,1] Cc R, X = L(£2), and Z = L?(2). Hence, Z is not compactly
embedded in X. The functionals are

Jal(t,z) = fQ Do (2(x))—(t+x)z(x)dz,

Re(z,2) = [, |2(x)| + 512(t)*dz, and z(z) = 0.

We consider the case « € [2, 00] and

Do(z) = Liz|* for [2] €1 and §o(2) = 3]z + L — L for 2] > 1.

T« @

The point of this example is that we are able to calculate the solution by solving uncoupled
scalar differential inclusions for each x € {2, namely

0 € Sign(2(t,z)) +e2(t,x) + P, (2(t,z)) —t —x, 2(0,2) = z0(z) = 0. (6)

Because of ¢/ (0) = 0 we see that zg is locally stable at ¢t = 0.

For € = 0 we obtain the solution z4(t,z) = M, (max{0,t+x—1}) where M, (o) = o*/(@=1 for
€ [0,1] and M, (o) = o for ¢ > 1. For @ = 2 the abstract theory of uniformly convex problems
gives z € CHP([0, T),L2(£2)). However, using the explicit formula

0 fort+xz <1,
Zalt,x) = ﬁ(t—}—:z:—l)fg_:zi forl<t+z<2,
1 for t +x > 2,

we find 2, € L*°([0,T],LP(£2)) whenever p > g—ié In particular, p = 1 is always possible, and we
are able to write down the abstract differential inclusion

0 € 0Ro(2a(t)) + D.Ju(t, 24(t)) CL2(2) = Z*, (7)

since ORp(24(t)) € L>®(2) = X* C Z*.

The limit case @« — oo is more interesting, because it leads to the degenerate convex limit

potential @ (z) = 3 max{0,|z|>~1} and the limit solution z with

2
0 fort+x < 1, 01— fort€]0,1]
1

z(t,x) = 1 for 1 <t+az <2, 2(t) = Xj2—¢,1] for t € ]1,2]
t+x—1fort+x>2; 1 fort>2

)
)
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Thus, we have z € CHP([0,7], X) with X = L!(£2), but the derivative only exists in the weak*
sense, namely Z € L35 ([0, 7], M(£2)) with M(£2) = Co(§2)*. We are no longer able to give any sense
to the subdifferential inclusion (7), since after extending R : X — R to Ro : M(£2) — Ry via the
weak* lower semicontinuous hull, the subdifferential OR,(Z,) needs to be treated in M(£2)* which
is no longer comparable to Z*. Thus, we do not have a differential solution, but z is still a CD
solution in the sense of Definition 4.5.

For completeness and later reference, we also give the viscous approximations for the case
a = 00. The solution z° reads

0 for 7 <1,
-1 for 1 <7 < 1+e,
25 (t,x) = US(t4x) with US(7) = (r=1)/e orl<rt<l+te
1 for 14+e < 7 < 2,

T—14ee~T"2/e_¢ for 7 > 2.

Obviously, we have 2°(t,-) — z(t,-) in Z. For each € > 0 we have z¢ € CHP([0, T], LP({2)). However,
the Lipschitz bound blows up for € > 0 if p > 1. Only in the case p = 1 we obtain a uniform bound.

Ezxample 4.4. This example uses exactly the same function spaces as the previous Example 4.3, but
the potential defining J is replaced by the nonconvex function @y : z — U(z) with U from (19).
For the viscous problem (6) with the initial condition zo(x) = —4 we obtain the unique solution
2°(t,x) = VE(t+x) with

—4 for 7 € [0, 14¢],
T—5—¢ for T € [14¢, 3+¢],
2ee(T3-e)/e 141 ¢ for 7 € [3+¢, 3+e+0.],
T4+3—e—(4+6.)e~ (T737e=%)/e for 7 > 34e44.,

VeE(r) =

where . = elog(2/¢) + O(e) for e — 0. For ¢ — 0, the solutions z°(t,-) converge to z strongly
in Z = L2(02), where z(t,x) = VO(t+x) a.e. in 2, with V°(r) = max{—4,7-5} for 7 < 3 and
VO(r) =7+3 for 7 > 3.

As in the previous example, the functions 2° have a uniform Lipschitz bound (namely 8), if
the values are considered in X = L!(£2). However, the total length in Z = L2(§2) tends to oo like
1/4/€. More important is the fact, that the limit function z € CYP([0,5]; X) N C°([0,5]; Z) does
not satisfy the simple energy balance. All quantities can be calculated explicitly, and we find

I(t, 2(£)) + Dissw (2, [0,]) + o(t) = 3(0, 2(0)) + [y (s, 2(s))ds

with o(t) = max{0, 16 min{¢t—2, 1} }. This means that in the time interval ¢ € [2, 3], which is exactly
where z jumps from —2 to 46, there is an additional limit dissipation from the “infinitesimal viscous
jumps”. However, these jumps are distributed continuously in time such that z remains continuous
in time as a function with values in Z = L?(2).

This example will be reconsidered in Example 4.27 to highlight the difference between strong
and weak BV solutions.

4.2 Differential, CD, and local solutions

To define solutions concepts that avoid derivatives we use the special feature of the subdifferential
for 1-homogeneous dissipation potentials given in Lemma 2.2, i.e. the rate-independent differential
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inclusion (1) is equivalent to
q(t) € S10c(t) = {q = (y,2) € Q|0 € D R(2,2) + 0,E(t, q) },
t
E(t,q(t))—i-/fR(z,z) ds = €(0,2(0 /8852 ))ds.
0

However, the point is that the derivative of z in the energy balance can be replaced by using
the dissipation functional Dissp. This leads to a derivative-free formulation. Thus, we consider
compatible pairs (R, D) which satisfy

Jer,Cr>0Vze Z,ve X :crlv]x <R(z,v) < Cgrllv|x, (8a)
Vz,vo€Z: hm D(z z4ev) = R(z,v), (8b)
Vz e WH([r,t], X)NCy([r, ] Z) : (80)
c

f R(z (s))ds = Dissp(z, [r, t]).

As usual we assume the Banach-space structure Q = Y xZ with continuous and dense embed-
ding Z C X. Then, 9:R(z,v) C X* C Z* can also be embedded into @* by putting 0 in the
component Y *. The main problem in the notions of solutions to RIS arises from the fact, that
we want to allow for solutions ¢ = (y, 2) : [0,7] — Y xZ which are not necessarily differentiable,
maybe not even continuous. In this section, discontinuity is only allowed for local solutions, while
the other solution concepts ask for weak continuity.

Definition 4.5 (Differentiable, CD, and local solutions). Consider (@, &, R) with compatible
D. A function ¢ = (y,2) : [0,T] - Q =Y xZ is called
(i) a differential solution to (Q, &,R), if ¢ € WHL([0,T], Q) and

0
0e (8 R(=(8), ())> +0,4E(t,q(t)) for a.a. t €[0,T7; 9)

(i) a semi-differential solution to (Q, &, R), if (9) holds, ¢ € Cy ([0,T], Q), and z € Wh1([0,T], X);

(iii) a CD solution (for ‘C’ontinuous ‘D’issipation) to (Q, &, R), if t — Dissp (g, [0,]) is continuous
and if for all ¢ € [0,T] we have

0e (823(5(&,0)) +04€(t,q(t)) and (10a)
&(t,q(t)) + Dissp(q, [0,t]) = £(0,¢(0)) + /Ot 95E(s,q(s))ds; (10b)
(iv) a local solution to (Q, €,R), if
0e (82 . (Zo(t)’ 0)) + 3Lt g(t) for aa te[0,T] and (11a)
Eltzalt2) + Disso(a 1) < El0n, () + 0,806, a6 .

forall 0 <ty <ty <T.

Referring to Definition 2.1 we note that the solution types in (i)—(iv) define possibly multi-
valued evolutionary systems in the sense that the concatenation and restriction properties hold.
The restriction property will fail, if we replace (11b) by the weaker global energy inequality with
t1 = 0 and to = T'. The point is that the local stability condition is not strong enough to provide
a lower energy estimate unless additional continuity properties are assumed.



38

The notion of differentiable solutions can be rewritten as the following evolutionary quasi-
variational inequality, which is often used in the literature, see e.g. [Kre99, BKS04]:

Vaalt €[0,T] Int) € X* NI E(tq(t)) Vv e X :

. . (12)

(n(t), v=2()) xxx + R(2(t),v) = R(=(t), £(t)) = 0.

The important fact about the definitions of CD and local solutions is that they do not assume

any differentiability of the solution. To see that the notions are genuinely different, we refer to

Example 4.3, where for J., we have a solution z € C([0, 7], Z) N CYP ([0, T], X) which does not lie
in WH(]0, T, X). Thus, we have a CD solution which is not a differential solution.

If a suitable chain-rule condition holds for €, we see that the above notions of solutions are
ordered from strong to weak and that we are able to go backward, if the solutions have the
appropriate temporal behavior.

Proposition 4.6. Assume that (Q,&,R) and D satisfy (8) and the chain rule (4). Then, q €
WHL([0,T), Q) is a differential solution if and only if it is a CD solution.

Proof. Assume that ¢ is a differential solution. Obviously, (10a) holds by Lemma 2.2, which
characterizes the subdifferentials of 1-homogeneous functionals. To establish the energy balance,
take a measurable selection n with n(t) € 9,&(t,q(t)) a.e. in [0,7]. Then, n = (0,¢) with
¢ € L*>°([0,T], Z*), because (8a) implies [|((t)||x+ < Cr and X* C Z* continuously. The same
lemma also gives R(z(t), 2(t)) = —(((t), 2(t)). Using the chain rule (4), integration, and (8c) give
(10b).

If ¢ is a CD solution, we choose n = (0,() € 9,E(t,q(t)) according to (10a), which implies
—((t) € R(2(t),0). Using (10b), (8c), and (4) gives R(z(t), 2(t)) = —({(¢), 2(¢)). With Lemma 2.2
we obtain the subdifferential formulation (9). O

Under reasonable assumptions it is possible to show that all local solutions that are also con-
tinuous are in fact CD solutions. For this one needs to show that local stability together with
continuity provides a lower energy estimate.

The next result shows that continuous energetic solutions are in fact CD solutions.

Proposition 4.7. Assume that (Q,&,R) satisfies (8). Then, an energetic solution q with q €
Cw([0,77,Q) is a CD solution.

Proof. Since the energy balance is common in both formulations it suffices to show the local
stability. For ¢ € [0, let 4(¢) = £(t,q) + D(2(t), 2). From the global stability (S) (see Definition
3.1) we see that (y,w) = g(t) is the global minimizer, which implies 0 € 9J(q(t)). Moreover, with
(8a) and (8b) we find 99(q(t)) = 9E(t, q(t)) + (0,0:R(2(t),0))T, which provides the desired result.
O

As a corollary we obtain a first existence result for CD solutions.

Theorem 4.8. Assume that Z is compactly embedded into X, and that R(z,v) = ¥(v), with
VU X — [0,00] being coercive and strongly continuous. Moreover, let € : [0,T] — Q — Ry satisfy
(E1) and (E2) with respect to the weak topology on Q. Moreover, assume

Viel0,T): E(t,-): Q— Ry is strictly convex;
305 Y q with £(0,q) < 0o : E(-,q) € C([0,T]),
|0:E(t,9)=0:E(s, )| < Cplt—s]€(0,9)-

Then, for each qo € 8$(0) there exists an energetic solution q that is also a CD solution to (Q, &, W)
with q(0) = qo.
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Proof. We first employ Theorem 3.5, which provides the existence of an energetic solution. Using
the strict convexity of E(t,-) we conclude that y(¢) is uniquely defined from z(¢) as minimizer
of &(t,-,2(t)). Moreover, the reduced functional J with J(¢,2) = minyecy E(t,y, 2) is still strictly
convex with respect to z. Thus, the mappings J: 7 : z — I(t,2) + ¥(2—2) are strictly convex as
well. Lemma 3.6 states that the left limit z(¢7) (in the strong X-topology) is globally stable as
well. Hence, it is a minimizer of g, .;-). By the jump relations (25), z(t) is a minimizer as well,
which now must coincide with z(¢~) by continuity. Similarly, z(¢*) must coincide with z(¢). Hence
we have shown z(t7) = z(t) = z(t1), which implies strong continuity in X and weak continuity in
Z.

By uniqueness of the minimizers of (¢, -, z(t)) we also obtain y(t~) = y(t) = y(t*), where limits
are taken weakly in Y. We use here that weak limits of minimizers are minimizers because of the
weak lower semicontinuity. Thus, ¢ € C ([0, 7], Q) is established, and Proposition 4.7 provides the
CD solution. a

4.3 Systems with convexity properties

The temporal continuity results from the previous section can be improved under stronger convexity
assumptions. For this we introduce a possibly larger function space C such that @Q is continuously
embedded into C. We consider general energetic solutions to (@, &, D) under the following uniform
a-convexity condition:

Ja>2,E>03c,>0V0e€[0,1] V¢, q0,q1 with E(t,q0),E(t,q1) < E:
&(t, q0) + D(20,20) + cx0(1=0)la1—qoll& (13)
< (1-0) (&(t, 90)+D (20, 20)) + 0(&(t, q1)+D(20, 21)),

where gp = (1—6)qo + 0q1. Here o = 2 is the case of classical uniform convexity. Clearly, this
property is satisfied, if (¢, ) is uniformly a-convex and D : (zq, z1) — ¥(z1—20) is merely convex.
As a second assumption we need that the power 0;€ is Lipschitz or Holder continuous with respect
to the same norm || - ||c, namely,

36€]0,1] VE >0 3C, >0Vt qo,q1 with E(¢,q0),E(t,q1) < E:

; (14)
|0:E(t, q1) — O:E(t, qo)| < Cyllar—aqol| &
Before stating the main time-regularity result, we emphasize that in smooth cases the convexity

condition (13) with @ = 2 and C = Q is essentially the same as the joint convexity condition (11).
In fact, for & € C? and R(-,2) € C! condition (13) implies

(D2E(t, q)q,q) + D.R(2,2)[2] > 2¢.]|ql|% for all § € Q.

The following result is taken from [ThMO09, Tho09], where more details and some applications
are given.

Theorem 4.9 (Lipschitz and Holder continuity). Let (Q, &, D) be a RIS satisfying the power
control (E2), (13) and (14). Then, for every energetic solution q : [0,T] — Q there exists C > 0
such that

lq(t)—q(s)|lc < Clt—s['/ = for all s,t € [0,T).

Proof. We choose E = sup{&(t,q(t)) |t € [0,T]} and obtain ¢,,Ci > 0 from (13) and (14).
Exploiting the uniform a-convexity we derive an improved stability estimate. Indeed, using ¢(s) €
8(s) and (13) with go = ¢(s) and ¢1 = ¢(t) where s < ¢ we obtain
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,q(s)) < &(s,q0) +D(20,20)  (where gp = (1-0)q(s) + 0q(t) )
(1-0)E(s,q(s)) + 0(E(s, q(t))+D(2(s), 2(t))) — c.0(1=0)[lq(t)—q(s)[|&-

Subtracting €(s, ¢(s)), dividing by 6, and taking the limit § — 0% lead to
€(s,q(s)) + eulla(t)=a(s)ll& < (s, q(t)) + D(z(s), 2(1)), (15)

which is the desired improved stability estimate. Employing the dissipation estimate D(z(s), z(t)) <
Dissp(z, [s,t]) and the energy balance we obtain

E(s
<

cullat)—a(s)|& < (s, q(t)) + D(z(s), 2(t) — (s, q(s))
< E&(s,q(t)) — E(t, q(t)) + E(t, q(t)) + Dissp (2, [s,1]) — E(s,q(s))
= [10:&(r,q(r)) = 0,&(r,q(t))dr < [ Cilq(t)—q(r)|I 5 dr.

Letting (1) = ftt_T lq(t)—q(r)||2 dr for 7 € [0,t—s] leads to 7/(1) < (Cun(r)/c.)?/*. Since
n(0) = 0 we find n(7) < C17%/(@=5) and, thus,

1/ 1/« a—
la(t)—q(s)llc = 1 (t—s)7 < (Sep(t—s))"" < (LCa) Ve (1—s) /(D)

where (' depends only on C\, ¢y, «, and . This is the desired result. ]

Since Q C C and Q@ is reflexive, the solutions studied in Theorem 4.9 lie in Cy,([0,77]; Q) and
thus are CD solutions, cf. Proposition 4.7. If a« = 2, 8 =1, and C = @ we even obtain differential
solutions.

Corollary 4.10. Let the energetic system (Q,E,D) satisfy (13) and (14) with « =2 and 3 =1
and some reflexive space C such that Q embeds into C continuously.

(A) If the space C' equals Q, then every energetic solution is a differential solution.

(B) If there exists C > 0 such that ||v||x < C|(0,v)|lc for all v € Z, then every energetic
solution is a semi-differential solution.

Proof. Theorem 4.9 gives ¢ € CHP([0,T], C), which implies ¢ € L>°([0,T], C) by reflexivity of C.
Now, (A) follows by employing Propositions 4.6 and 4.7.

Part (B) follows similarly using that ¢ € L>°([0,7],Q) and that ¢ € CMP([0,T],C) implies
q € Cy([0,7],Q) and z € W1>°([0, T, X). O

We finally mention some results where existence of solutions is established in cases of uni-
form convexity and smoothness properties, and thus are independent of any compactness argu-
ments. In [MiT04, Thm.7.1] the case & € C*(Qr) satisfying (E2) and the uniform convexity
(D2E(t, q)w, w) > allw||g and ¥ € C°(Q) being 1-homogeneous and convex (no coercivity needed)
is studied. It is shown that the RIS (@, &,¥) has for each stable initial condition a unique differ-
ential solution ¢, i.e., we have

0 € OW(G(t)) + DyE(t, q(t)) for a.a. t € [0,T]. (16)

Clearly the joint convexity condition (11) holds, since p = 0. In [KuM98] existence was derived
for the case of quadratic energies in a Hilbert space H, namely J(t, z,) = 3(z|z) — (£(t)|z), where
(+|-) denotes the scalar product in H. The dissipation distance is formulated in terms of the sets
K(z) = 0;R(z,0). The joint convexity now reads

HP S ]07 1[ vzlsz € H: dHauSdorH(K(zl)vK(z2)) S p||zl_Z2HH
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The definition of J gives k = 1, and it is easy to see that the last condition implies |R(z1, v)—R(z2,v)| <
pllz1—22||m||v|| i, but it is unclear whether the existence result of [KuM98] holds under this weaker
condition.

Finally we want to comment on the possibility to use convexity and smoothness to obtain
uniqueness results. We follow the simpler result in [MiT04] and refer to [BKS04] and [MiRO07]
for generalizations. We again consider (16) with the same specifications for (Q,&,¥) as there.
Comparing two differential solutions ¢; and g1, we can use the monotonicity of ¥ and obtain, for
a.a. t € [0,T], the estimate

plt) = (D€ (t, 1 (1)) ~Dq&(t, g2(t)), da (t)—da(t)) < 0. (17)

For ~(t) = (Dy&(t,q1(t))—DyE(t, q2(t)), g1 (t)—ga(t)) uniform 2-convexity gives v(t) > x| q1(t)—g=2(t)|*.
Moreover,
A(t) = p(t) + (DFE(, q1)d1—D3E(t, g2) 2, a1 () —g2(t)) + (1),

where 7(t) = (0:DyE(t, q1)—0:DyE(t, 42), ¢1—g2). The smoothness & € C3 gives |7(t)| < Cllg1—gq2]|* <
Cy/a. Subtracting 2u(t) < 0 and rearranging the terms we find

¥ < (&, dr) + (&2.d2) + Cv/a

where £ = DyE(t, q3—5) —DgE(t, q;) —D2E(t, ¢5)(g3—;—q;)- From ¢; € CHP([0, T], Q) we know that
lld;]| is bounded, and differentiability of & implies ||£;]] < C|lq1—g2||* < Cv/k. Thus, ¥ < Cyvy and
Gronwall’s lemma provide

lgx(t) = a2(t)l@ < Cllg1(0) — g2(0) [l e,

which gives the desired uniqueness result.

In [BKS04, MiR07] the uniqueness results are generalized to RIS in a Hilbert space H with a
dissipation potential R depending on z € H. The key is to use the auxiliary function B(z,§) =
sup{ ({,v) — 3R(q,v) | v € H}, where 3—B(2(t), —D.J(t, 2)) measures the distance of D.J(t,z)
from the boundary of OR(z,0). Under restrictive assumption it is then possible to derive estimates
of the type I'(t) < Ce®*'I'(0) for the combined quantity

F(t) d:Cf V V(t) + ‘B(zl(t)v _Dzj(tv 21 (t))) - B(ZQ(t)v _Dzj(tv ZQ(t))) ‘

4.4 Parametrized solutions via the vanishing-viscosity approach

A main challenge in modeling rate-independent processes is the appearance of jumps. Since rate
independence is a limit for systems under vanishing loading rates, we expect solutions of rate-
independent systems to occur as limits of systems with relaxation times that are very small com-
pared to the changes in the loading. Thus, we expect the solutions to occur as pointwise limits
of time-continuous solutions. In particular, in a nonconvex situation solutions change slowly by
following the loading for most of the time, but in-between there are sudden transitions from one
stable regime to another one.

Here we define notions of solutions that are associated with the so-called wvanishing-viscosity
approach. For rate-independent processes this was proposed in [EfMO06] and further analyzed in
[MRS09b, KZMO09, MiZ09, MRS09a]. In particular, we use the idea of arclength parametrization of
solutions developing jumps, which was established earlier for systems with dry friction and small
viscosity, see [MMG94, MS*95, Bon96, GMM98].
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For simplicity we restrict the presentation in this and the following sections to the reduced
case, since the vanishing-viscosity approach does not help to control the non-dissipative component
y € Y in the limit. Reasonable theories could be obtained in the case that &(¢,-, z) has a unique
minimizer y = Y(¢,z) such that for the reduced energy functional J(¢,z) = E(¢,Y (¢, 2),2) the
power 0J(t,z) = OE(L,Y (t, 2), z) is well defined.

For superlinear dissipation potentials R we define the rescaled potential R.(z,v) = %fRSl(z, ev),
where the small parameter € > 0 is the quotient obtained from dividing the time scale induced
by the loading by the relaxation time due to viscosity (which is inverse to the viscosity). For
parametrized solutions, the dissipation potential R must have the special form

Re(z,v) = R(z,v) + 5(V(2)v,v),
where R is the rate-independent part and §(V(z)v,v) the small viscous part. Thus, we are led to
study the differential inclusion

0€ :R(2(t), 2(1)) + eV(2(£)3(t) + BI(t, 2(1)),  2(0) = . (18)

We simplify further by assuming that V is independent of z and denote by V the Hilbert space

1/2

with norm [Jwlly = ((Vw,w)) ", i.e., V: V — V* is a norm-preserving bijection.

Under reasonable assumptions (see e.g., [CoV90, Col92, Rou05, RMS08]) one obtains solutions
2¢ of (18) satisfying the energy identity

I(t, 25 (t)) + fot R(25(s), 25(s))+el|25(s) |3, ds = J(0, z0) + fot 0:9(s,2(s))ds.
Using the coercivity R(z,w) > ¢ol|w||x and the coercivity of J provides the a priori estimates
Varx (25,0, T]) +ell £°[I 2o, 1y:v) + 12 L= 0,732y < C- (19)

Clearly for € > 0 the solutions satisfy z° € H'([0,T]; V') € C°([0,7]; V). Thus, solutions are not
able to jump over potential barriers as it is the case for energetic solutions. Even in the limit e — 0
the potential barriers remain active and delay possible jumps.

These a priori bounds allow us to take the limit ¢ — 0, if we assume that the embedding
Z C X is compact. Using the bound on the variation in X, we are then able to apply Helly
selection principle (cf. Thm. 3.13)) to extract a subsequence (z°")pen with £, — 0 such that
zfn(t) — z(t) in Z for some limit z : [0,7] — Z. This limit is then called a V-approzimable
solution of the RIS (Z,3,R), cf. [KMZ08, ToZ09, Cag09].

We proceed further by deriving equations that characterize such limit solutions. For this we
introduce the concept of parametrized solutions that should be seen as a helpful, intermediate tool
in understanding the limit procedure. The idea for resolving jumps in rate-independent systems is
to consider the graph of the viscous solutions in the extended phase space Zr and to study the
limit of the whole graph. The advantage is that jumps do not shrink to a single point at jump time
t, but provide a jump curve lying in the plane {t} x Z. In [EfMO06] it was observed that the scaling
invariance of RIS can be effectively used for parametrizing these graphs.

For a viscous solution z¢ : [0,T] — Z we consider the graph
Graph(2°) = {(t,25()) | t € [0,T]} C Zr.

We use an arclength parametrization that is based on the viscous norm, namely s = o°(t) =
t—i—fot |25 (r)||v dr, which has the inverse ¢ = 7°(s). The choice of the V-norm is crucial to maintain
the structure of a generalized gradient flow. Introducing the rescaled function Z¢(s) = z°(7¢(s))
we observe that it is a solution of the transformed problem
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0 € 0:R(Z(s), Z(s)) + —==—VZ(s) + 9.9(7(s), Z(s)) 20

7(0) = 0, Z(0) = 2, 7(s) + | Z(s)|lv = 1, and }
1-1Z$)v

for a.a. s € [0, 5¢], where S° = o°(T). For this, it was essential that OR(z, -) is 0-homogeneous.

The main observation is that the viscous term with € as a prefactor is again a subdifferential,
namely of the potential

. . —log(l—v) —viorv<1
Ve(w) € eg(|lw]v) with g(v) = (=) ,
00 otherwise.

Such a potential only exists because we used the norm || - ||y for parametrizing the graph. Thus,
defining the potential R (z,w) = R(z,w)+Ve.(w) we can rewrite the second equation in (20) in
the form 0 € 9,R.(Z, Z) + 8(r, Z). Moreover, R. converges monotonously to the limit functional

Ro (2, 1) & R(z,w) for [|w|v <1,

oo  otherwise.

In the case V' C X the convergence is even a Mosco convergence, and 5%0(2, )V —[0,00] is

weakly lower semicontinuous on V. We let RY (z,w) = IJNQO(Z, w) and observe that we have the sum
rule for the subdifferentials

0 f <1,
9:RY (z,w) = 0:R(z, w) + OVo(w), where Vo(w) = or [lwllv <
oo otherwise.

In the case X C V, the functional fJVQO(z, -) must be extended to V' via co outside of X. In general,
Ro(z, ) is not weakly lower semicontinuous and we set

RY (2,-) = wlscRo (2, ) : w — inf{likminf Ro(z,wp) | wpy — win V' },

where “wlsc” denotes the weak lower semicontinuous hull. Taking the formal limit ¢ — 0 in (20)
we are lead to the following definition.

Definition 4.11 (Parametrized solutions). Let the RIS (Z,J,R) and X be given such that
(8a) holds. Moreover, let V and V' be given as above.

Then, a pair ( = (7,Z) : [0,S] — Zr is called a V-parametrized solution, if (1,Z) €
WHL([0,T],Rx V) and the following equations hold:

7(0) =0, 7(S) =T, 7(s) >0, 7(s)+|Z(s)|lv =1

. L= a.e. on [0, S]. 21
0€ d:RY(Z(s), Z(s)) + 8.9(7(s), Z(s)) } o o

We also say that ¢ is a parametrized solution to the RIS (Z,J, R, V).

The present definition follows [EfM06] and hides the rate-independent nature by asking for a
strict arclength parametrization in Vp = [0,T1xV C RxV, where we use the extended norm

[, v)|lv = |t] + ||v|lv. Following [MRS09b, MRS09a], the parametrization may be kept free by
replacing the last two relations in (21) by

7(s) + 1 Z(s)llv = als), 0€:RV(Z(s), 5755 Z(5)) + D:(1(s), Z(5)),
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where the parametrization function o € L1([0, S]) satisfies a(s) > 0 a.e. in [0, S]. Clearly, a rescaling
of the graph does not change the problem. Moreover, a rescaling of the time dependence of J can be
compensated by a rescaling as follows. If (¢, z) = I(4(t), z) and ¢ : [0, S] — Vr is a parametrized
solution to (Z,J,R,V) with parametrization function «, then Z 1 — ((o(1)) is a parametrized
solution to (Z, 7. R, V) with parametrization function & :  — a/(é(t))¢’ (t).

The main feature of parametrized solutions can be seen by discussing the subdifferential of RV,
which is done using the polar R°(z,-) of R(z,-), where the polar ¥° of a convex potential ¥ is

defined via ¥°(€) = sup{ (£, v) | ¥(v) < 1}. Along the arclength parametrized solutions we can
distinguish three different dynamical regimes:

Sticking: We have Z(s) = 0 and 7(s) = 1, i.e. the potential forces £(s) € 9.J(C(s)) are so small
that the state does not change, namely R°(z(s), —£(s)) < 1 or equivalently 0 € OR(Z(s),0)+&(s).
Rate-independent slip: We have 0 < ||Z|y < 1 and 0 < 7(s) < 1, i.e. the state changes
so slowly that the rate-independent friction is strong enough to compensate the driving force,

namely 0 € OR(Z(s), Z(s)) + &(s), which implies R°(z(s), —£(s)) = 1.

Viscous jump: We have ||Z|y = 1 and 7(s) = 0, i.e., the motion is faster than the load-
ing scale, and the system moves in a jump-like fashion. During this jump phase the driving
force £(s) satisfies 0 € OR(Z(s), Z(s)) + A(s)VZ(s) + £(s) for some A(s) > 0, which implies
Re(2(s), =€(5)) 2 1.

From this we also find another equivalent formulation of (21), namely

7(0) =0, 7(S) =T, 7(s) >0, 7(s)+]| Z(s)||v = 1
0 € D:R(Z(s), Z(s)) + A(s)VZ(s) + 8.9(r(s), Z(s)) p a.e. on [0,S]. (22)
A(s) >0, A(s)(1=[1Z(s)[v) =0

Using the chain rule for J we obtain an energy balance in the form

I(C(s2) + [o7 R(Z(5), Z(s)) + A()| Z(3)]3, ds

s (23)
=3(¢(s1)) + [, 9:I(C(s))7(s)ds,

which shows the viscous contribution A|| Z 3, to the total dissipation that remains in the vanishing-
viscosity limit.

Passing from arclength parametrized solutions to the limit ¢ — 0 we may arrive at limits
¢ :[0,8] — Zr that are not properly parametrized but satisfy

7(0) =0, 7(s) 2 0, 7(s)+[|1Z(s)|v = als) € [0,1]

. B a.e. on [0, 9]. 24
0€ 0:RY(Z(s), Z(s)) + 0.9(7(s), Z(s)) } o .

The following lemma states that reparametrization of the graph then leads to an arclength
parametrized solution again.

Lemma 4.12 (Reparametrization). Assume that ¢ € Cy ([0, S]; Z1) satisfies (24). Let 5(s) =
IN (1) 4+ Z() ||y dr, S =&(S). If S > 0, then the reparametrization

~

[0,S] — Zr;

C: with omin(s) =inf{s € [0,5] | (s) =5 25
¢ ¢ e o () (5) {s€l0,5][a(s) =5} (25)

satisfies ¢ € CHP([0, 5], Vi) N Cyw ([0, 5], Z1) and is a V-parametrized solution.
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Proof. Since the result is more or less standard, we sketch the arguments and refer to [MRS09b,
Lem. 4.1] and [MRS09a, Prop6.10] for more details. Clearly, ¢ is well-defined, and for 0 < 57 <
55 < S we have

~

ICE)—CE)lve & [FE) = 7G| + 1 2(31)-ZE2) v

< I€(omin(51)) = C(omin (52)) v < 0(0min(52)) = 0(Omin(51)) = 52 — 51.
Thus, C exists almost everywhere, and we obtain ||C(5)||y,. = 1 a.e. on [0, 5] by the standard chain
rule. O

The existence theory for parametrized solutions is a delicate matter depending on the choice of
the space V. If we choose V such that X C V, then we have |w|yv < CR(z,w), and the a priori

estimates (19) imply that S =T + fOT | Z2(t)||v dt < C. Thus, it is easy to extract a converging
subsequence. However, it is difficult to control the convergence of dR.(Z¢, Z¢) towards IRV . In

the opposite case V' C X the convergence of the subgradients of 9R. to IRY follows easily from
the Mosco convergence, but it is unclear whether the arclength S¢ of the curves stays bounded.

Ezample 4.13. In fact, Example 4.3 with o = oo provides a case with V = L2(2) ¢ X = L(#2)
for which S¢ — oo and hence S = 0. For ¢ € [¢, 1] we have

1@y =1 and [[2°(t)[|L> = 1/VE.

Hence, the L? parametrized viscous solutions (7€, Z¢) satisfy 7¢(s) — oo and Z°(s) — 0 for all
5> 0.

In the rest of this section, we reduce the discussion to our standard Example 2.8. The main
reason for this restriction is that we need to show that S¢ remains bounded. This is trivial in the
finite-dimensional cases treated in [EfM06, MRS09a], where X = V. For infinite-dimensional cases
with V/ ; X this problem is solved only in the semilinear setting discussed below.

The first step towards the existence theory is a general convergence result for the vanishing-
viscosity limit in the case V' C X. The proof is based on the energetic formulation of generalized
gradient systems as introduced in Section 2.5. We employ the Mosco convergence of R, to Ry and
the chain-rule inequality (5). Since R.(v) = ¥ (v) + eg(||v||v) and ¥*(&) = 0 for £ € 0¥ (0) and oo
otherwise, the Fenchel transform reads

Rz (€) = min{eg" (2|€—rllv-) | 5 € 00 (0)}
where g*(0) = sup,.» or—g(r). In the limit ¢ — 0 we find the I'-limits

Ro(v) =¥ (v) + Vo(v), and

D def (26)
R5(€) = My (€) = min{ [|E—xl[lv- | x € 0F(0) },

where Vo(v) =0 for |[v||y <1 and oo otherwise.

Proposition 4.14 (Vanishing-viscosity limit). Let (Z,7,¥), X, and V be given as in Example
2.8. Assume that (¢ = (7%,Z°) : [0,S] — Zr satisfy (20) on [0,S] with Z¢(0) = z9 € Z. Then
there exist a subsequence (£, )nen and functions ¢ : [0, 5] € CHP([0, 5], V) and o € L°([0, S]) such
that (24) and the convergences ¢ (s) — ((s) in Z for all s € [0, S] and (= = ¢ in L=([0, S); Vi)
hold.

IfS = fOS%(T)+||Z(T)|\VdT > 0, then the reparametrization C : [0, S]x Zy defined in (25) is a
V-parametrized solution.
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Proof. We have uniform a priori bounds in C¥P ([0, S]; V') and L°°([0, T]; Z7) for ¢¢. Thus, we find
a ¢ € CHP([0,T); V) N L>([0,T]; Zr) such that

(i) ¢ —=¢inC([0, T Vr), (i) ¢&=¢in L([0,T]; Vi),
(iif) Z=(t) = Z(t) in Z for all t € [0, T].
along a suitable subsequence (not relabeled). For (iii) note that ¢¢([0,S]; Vo) N L*([0, S]; Zr)

implies (¢ € Cy ([0, S]; Z7). The uniform bound ||Z¢(s)||z < C for all € > 0 and s € [0, S] implies
that for each fixed s, (% (s.) — (. in Zp. Since, we know (°(s.) — ((sx) in Vp we obtain (iii).

For £(s) = D.J(¢%(s)) we use (21) and the bounds on Z¢ to conclude that £° is bounded in
L>°([0,T); Z*). Choosing a further subsequence (not relabeled) we find £€& = ¢ in L=°([0, T, Z*).
The semilinear structure (21) of D,I(¢,-) : Z — Z* implies weak continuity, which gives £ (s) —

§(s) = D=(C(s)).

In the limit ¢ — 0, we easily obtain the upper line of conditions in (24). To obtain the differential
inclusion in the lower line, we use the equivalent formulation via the Legendre-Fenchel duality of
the lower line in (20), namely

T(CE(S)) + Mo(22, —€%) = 9(0, 20) + Jy I(C*(5))7°(s)ds, (27)
where M. (V,€) = [ Re(V(s)) + Rz(£(s)) ds.
We extend R for e € [0,1] to Z* by oo outside of V*. By the definition (26) and direct calculation
we obtain the liminf estimates
VE~VeV = Ro(V) <liminfe_oR(VF),
¢ —teZ = RE€) < liminf._o R (£°).
In fact, by [Att84, Sect.3.3.1] this is equivalent to Mosco convergence of 5%5 to 5%0. Hence, M.

weakly I'-converges to Mo on L?([0, S]; V) xL%([0, S]; Z*), and we can pass to the limit e — 0 in
(27) and obtain

I(C(S)) +Mo(Z, —€) < 3(0,0, 20) + [ BI(C(s))7(s)ds,

where we use 7° A 7inLe0([0, S]) and 9,3(¢5(+)) — 9:I(C(+)) in L1([0, T7) the linearity of 9,I(t, z) =
—(l(t), 2).

Note that Mo(Z,€) < oo implies £(-) € L([0, S]; V*), since 5%8(5()) € L1([0,5]) and ||¢]lv~ <
RE(€) + ko with ko = sup,cow (o) l|%[lv+ < oo. Thus, exploiting | Z(s)|lv < 1 a.e., we can use the
chain-rule inequality (5) for the limit function ¢ and find

Mo(Z,€) = Jy Ro(Z(s)) + R (—€(s))ds < [ (Z(s), —&(s)) ds.

By the definition of the Legendre-Fenchel duality we have (Z(s), —£(s)) < 5%&2(5))—!—9?3(—{(5))
and conclude equalities. We obtain 0 € ORo(Z(s))+&(s), which gives the desired differential inclu-
sion on the lower line in (24). O

Our main existence result for parametrized solutions uses the spaces
Z1eZeVeZ 1, and V C X,

as defined in Example 2.8.
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Theorem 4.15 (Parametrized solutions). Let all assumptions of Example 2.8 and (21) hold for
(Z,3,9,V) and the spaces Z € V C X. Then, for each zy € Z; there exists a parametrized solution
C(=(1,2):]0,8] = Zr with Z(0) = zo, which further satisfies ( € Cw([0,S]; Zr)NBV([0, S], Z7).

The proof of this result relies on the convergence result established above together with an
estimate on S¢. The latter is based on higher-order a priori estimates. It is a surprising feature
of rate-independent systems that certain a priori estimates are independent of the dissipation
functional R. We are in the case of translationally invariant dissipations R(z,v) = ¥ (v), where ¥
is assumed to be convex, 1-homogeneous, and continuous on V. The three a priori estimates we
will use derive from the following basic properties of ¥:

(i) {(0¥(v),v) =¥(v),
(i)« (D*W(v)[w],v) = (D*¥(v)[v],w) =07,
(lll) (6![/(1)1)—8![/(112), U1 —’U2> 2 0.
Here the first relation is 1-homogeneity, and the third is simply monotonicity. The middle relation

was put into quotation marks, since D?¥ does not exist; however, by 0-homogeneity of 0¥ the
directional derivative 0% (v) in the direction v is 0.

We first state the corresponding a priori estimates that are obtained from
0€0W(z(t)) +eVi(t) + DI, 2(t)) (28)

by assuming smoothness and (i) by applying (-, 2), (ii) by differentiation with respect to t and
applying (-, 2), and (iii) by differentiation with respect to ¢ and applying (-, ):

() +e|2|3 + (DI, 2(1)), 2) = 0, (29a)
e(V2,2) + (D2I(t, 2)%, 2) + (0:D.I(t, 2), 2) = 0, (29b)
el 213 + (D23(t, 2)2, 2) + (0:D,I(t, 2), £) < 0. (29¢)

The next result presents sufficient conditions on the solution such that these relations can be proved
rigorously.

Lemma 4.16 (A priori estimates). Let the assumptions (21) hold, then for each initial value
20 € Z there exists C > 0 such that for all € € 10, 1] and all solutions z of (28) with z(0) = zy we
have:

(A) If z € HY([0,T],V) N Cw([0,T], Z), then (29a) holds a.e., and we have the energy balance
I(t, z(t)) + fst U(i(r)) +ell2(r)13 dr = I(s, 2(s)) + fst 0y J(r, z(r))dr. (30)
(B) If z € HY([0,T), Z) NH2([0,T], Z_1), then (29b) holds a.e., 2 € C([0,T]; V), and
emaxicio. |20 + Jy 12015 dr < C(+£20)1}). (31)
(C) If = € HY([0,T], Z,) N H2([0,T), V), then (29¢) holds a.e., 2 € C([0,T]; Z), and
maxiepo,r) [|20]% +¢ o 120} dr < CO+[2(0)]13). (32)

Proof. Part (A) follows simply by using the chain rule.

For Part (B) we set g(t) = eVi(t) + D, I(t, 2(t)). By (21) we have g € H*([0,T], Z*). From (28)
we have 0 € 0¥(%(t)) + g(t), and the characterization of 0¥ (v) in Lemma 2.2 gives

(g(s),2(t)) > =W (2(t)) = (g(t), 2(t)) for all s,¢ €]0,T7.
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The left-hand side attains its global minimum at s = ¢. If additionally s =t is a point of differen-
tiability of g, then the left-hand side is differentiable with respect to s with derivative 0 at s = ¢,
ie, 0 = (g(t), 2(t)). This is the desired relation in (29b). The a priori estimate (31) follows by
standard arguments using (21), cf. the proof of Proposition 4.17.

For part (C) we use the monotonicity of 0¥ and obtain

ellz(t)=2()IV + (g(t)—g(s), 2(t)=4(s)) < 0

for all s,t € [0,T]. By the assumptions we have 2, V=g € H([0,T], V), thus we can divide by
(t—s)? and pass to the limit a.e. This provides (29¢), and the a priori estimate (32) again follows
by standard arguments using (21). O

The following result relies on parabolic estimates, which essentially use the semilinear structure.
For Galerkin approximations, we are able to exploit the above a priori estimates, which then
survive in the limit. An essential novel feature is the derivation of an estimate that is invariant
under rescaling. This estimate then allows us to derive upper bounds for S¢. For more details and
applications to quasilinear problems see [MiZ09).

Proposition 4.17. Let assumptions of Example 2.8 and (21) hold for the RIS (Z,J,¥) and the
spaces Z € V. C X. Then, for each zo € Z equation (28) has a unique solution z¢ € H'([0,T], V)N
Cw([0,T], Z) with 2(0) = 2o, which satisfies z¢ € L2([0,T); Z1). If additionally zo € Z1, then there
exists a constant C > 0 independent of € such that 2 lies in HY([0,T], Z) and satisfies the a priori

estimate
T

/0 REIRE C(el=O)lv + / (W) + D]y dt). (33)

Proof. We first construct solutions for zg € Z;, which means Azy € V. Then, from the equation
we find 2(0) € V. We consider approximate solutions zy by using some Galerkin projector Py
which commutes with V and A, i.e., (Av, Pyw) = (APyv,w) and (Vu, Pyw) = (VPyv,w) and has
finite-dimensional range Xy = Py Z = Py V. (Such a Py can be constructed using the eigenpairs
(Aj, ¢j) of Ap = AV¢, which exist due to Z € V.) Now take zy € H'([0,7], Py Z) as the unique
solution of zx(0) = Py zo and

PLZ* 5 0€ P (00 (in) +eVin + Azy + Dd(zy) — £(1)). (34)

This inclusion can be inverted to 2y = My (—Pn(Azy+D®(zn)—F)), where My : X — Xy is
the Lipschitz continuous inverse of the strictly monotone mapping Xy > v +— Py (0¥ (v)+eVv) C
X} Since on Xy the norms of Z and V are equivalent, we conclude zy € W2P([0,T], Xy).
For these finite-dimensional approximations we are now able to exploit the assumption zg € Z,
which gives ||25(0)[v — [|2(0)||v < oo. Thus, the a priori estimate (31) provides boundedness of
(2n)Nen in HY([0,T], Z). We obtain a weakly converging subsequence (not relabeled) zy — z in
HL([0,T7], Z). 1t is easy to see that z is a solution of (28) with 2(0) = zo.

To show uniqueness we consider two solutions z; and 2z, in H'([0, 7], Z). Using (21f) and (21g)
we find z; € L2([0,T], Z1). Setting w = 21 — 2, the monotonicity of 0¥ gives

0> elw(t)l} + 58 (Aw(t), w(t)) + (H(t)w(t), w(t))
with H(t) = fol D2®(25(t)+rw(t))dr, where H(t) € £(Z,V*) by (21f). Because of (21c) we may
assume without loss of generality that the norm in Z is given via ||z||% = (Az, z). Thus, with (21f)
we obtain

, d . ,
elily + 5 lwlz < Clulzllwllv <ellwly + Sl

Applying Gronwall’s lemma we arrive at
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l2(t) =21 z = [wllz < e/ [[w(0)]| 2 = /% [22(0)—21(0) | z, (35)

which implies the desired uniqueness if zy € Z;. Hence, we conclude that the full sequence zy
converges weakly to z.

To obtain existence and uniqueness for the general case zyp € Z we proceed as follows.
Using the same Galerkin approach as above we obtain uniform a priori estimates for zy in
H([0,T],V)NCy([0,T], Z). Note that the Gronwall estimate (35) holds for the finite-dimensional
approximations as well and that the constants are independent of N. Thus, we can pass to the
limit along subsequences, obtain solutions of (28) with z(0) = zp, and that these solutions still
satisfy the Gronwall estimate, which implies uniqueness.

It remains to establish the a priori estimate (33). For this return to the Galerkin approximation
zN, which satisfies

Gslan @I + [av (N7 < Cllav @l zlan@llv + 160)]v-

in()llv

a.e. on [0, T], where here and in the rest of this proof the constant C' may take different values but
is independent of ¢ and N. We let v = [|2n]|v, ( = ||in(t)]|z, ¥ = ¥(in), and X = ||[{(t)||v~, then
with (21b), (21d), and ¥ = 1/(146) we find

v+ < v+ < 1%+ (Cy+A).

Using v < C¢ we find eve + %I/C < (CY+A)v. Without loss of generality we may assume v > 0

(otherwise take v/v2+d, which satisfies the same estimate, and let § — 0T afterwards). Dividing
by v > 0 and integrating gives

o Jo Ian (M)l zdr < elzn(0)lv + fy CT(n(r)) + 1) v~ dr.

Estimate (33) follows with N — oo if we show limpy_ fOT V(in(r))dr < fOT W (z(r))dr. Indeed,
this equality follows by passing to the limit in the energy balance (30), since convergence in
H([0,T], Z) implies I(t, 2n(t)) — (¢, 2(t)) and :I(t, 2n (t)) — 0:I(t, 2(t)) for all ¢ € [0,T]. Thus,
we find . . . .

STy ) dr + [T ellin()E dr — [T 0EE) A+ [ el 202 dr.

Together with the weak lower semicontinuity of each of the integrals we obtain the desired conver-
gence and the proof is complete. O

We are now ready for stating the major existence result for parametrized solutions, which is
obtained via the vanishing-viscosity approach. We emphasize that the result is not optimal, in the
sense that we have to assume too much regularity for the initial condition. This is also seen in the a
priori estimate (33), where we obtained the higher Z-norm, but we actually only need the V-norm.
The existence result is obtained by combining Proposition 4.17 and the vanishing-viscosity theory
of Proposition 4.14.

Proof (of Theorem 4.15). For each € € ]0, 1] we can construct a solution 2¢ € H ([0, T]; Z) of (28)
satisfying the rate-independent a priori estimate (33). The latter implies that for o° : [0,T]
t+ fot [I12¢(r)||v dr, the total length S€ = o°(T") of the graph of z° in Vi stays bounded. We let
S = limsup,_,; S° and choose a subsequence ¢; such that S5 — S.

We parametrize the graph of z° in Vp by arclength to obtain the Lipschitz functions (¢ =
(r¢,Z%) : 10,S] — Vi, where we set (°(s) = (°(S%) for s > S°. Since all functions (% have
Lipschitz constant 1, the Arzela-Ascoli theorem allows us to choose a further subsequence (*»
as in Proposition 4.14. The limit ¢ satisfies (24) and additionally 7(S) = T', which follows from
T =7"(S*") and |75~ (S°")—71°" ()| < |S=»—S9].
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Thus we are able to do the reparametrization (25) and the desired solution ¢ is constructed. It
remains to show that Z lies in BV([0, 5], Z). For this we recall the rate-independent estimate (33)

for each z°. The right-hand side there is bounded independently of €. For fOT W (z°(s))ds this follows
from the energy balance and for £2(0) this follows from 0 = w®(0)+eVZz°(0) 4+ Azg+DP(z0) — £(0),
where w®(0) € 0¥ (24(0)) is bounded in V* by (21d). Thus, zo € Z; and (21f) imply £]|2°(0)||v < C.
Since the BV norm is scaling invariant, we have Varz(Z¢, [0, 5¢]) = Varz(z%,[0,7]) < C. In the
limit €,, — 0 this estimate still holds by lower semicontinuity of the variation. ad

Remark 4.18. In [MiZ09] it is additionally shown that the limit E obtained in the middle of the

above proof is nondegenerate in the sense that there exists a ag > 0 such that 7(s)+ || Z(s)||v > aq.
It is still an open problem, whether the arclength parametrization remains preserved in the limit
e — 0. A positive result was obtained in [EfM06] under strong conditions. Moreover, the metric
approach in Section 5.2 is such that the arclength parametrization is preserved.

4.5 BV solutions and optimal jump paths

The drawback of parametrized solutions is that we need to deal with functions in the extended
state space Zp. Thus, it is not easy to compare this notion to all the other solution types, which
are defined for functions z : [0, 7] — Z only. Thus, for each parametrized solution ¢ we consider all
associated projections z : [0,T] — Z defined as follows. For ¢ = (7, Z) : [0, S] — Z7 with 7(0) =0
and 7(5) = T and 7 monotone, we define P(¢) to be the set of functions z : [0,7] — Z such that
for all ¢t € [0, T there exists s € [0,5] such that (¢, 2(t)) = ((s) = (7(s), Z(s)).

We first show that such projections lead to local solutions, see (11). Then, we derive the notion
of BV solutions in such a way that we can show that all these projections are BV solutions.
Thus, we are able to study convergence of the viscous approximations 2 € H([0,T]; V') solving
(18) towards BV solutions z. Recall the a priori estimate (19), which allows us to find a limit
z € BV([0,T]; X) NL>([0,T]; Z). This limit passage was used in several applications already, see
e.g. [KMZ08, Cag09, DD*08, ToZ09, KZMO09]. The aim of this section is to characterize these limits,
also called approximable solutions, as good as possible. In particular, we need to derive conditions
that characterize the jumps occurring in the vanishing-viscosity limit. We follow [MRS09a|, where
the finite-dimensional case is treated in full detail.

We first motivate our definition of BV solutions by referring to parametrized solutions. Then,
we give some more motivation by doing the vanishing-viscosity limit directly in the energetic for-
mulation, which leads to a new central object called vanishing-viscosity contact potential p. It leads
to a supplemented dissipation distance A in a natural way, which includes the rate-independent
contributions to the dissipation as well as the contributions from the vanishing viscosity. The as-
sociated dissipation functional Diss, g then leads to the notion of BV solutions that are defined
to satisfy a local stability condition and the energy balance with the new dissipation functional.
Finally, we present the convergence results (i) for the vanishing-viscosity limit z° — z and (ii) for
the time-discrete incremental approximations given by

2l € Argmin (J(hi, 2)+ (22 ) + i”z—zzj\ilﬂ%,)
z€Z

In the latter case convergence of subsequences to BV solutions follows if ¢, the time-step h, and
the quotient h/e tend to 0.

We start with a few facts about BV spaces. For a Banach space Y we let
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BV([a,b;Y) = {y:[a,b] = Y | Vary(y,[a,b]) < oo} with

Vary (y, [a,b]) = sup { 0, [ly(t;)—y(t;-1)|ly | N €N,
a<tyg<t;<---<ty<b}.

As usual in evolutionary problems the functions in BV([a,b]; Y) are defined everywhere on [0, 7]
and the variation is sensitive to changing a function at a single point. Clearly, BV([a,b];Y") is
a Banach space equipped with the norm [|y|gv(as;v) = ll¥(a)|ly + Vary(y,[a,b]). Moreover,
BV (0, ; Y) € L*(a,b}; ¥) with [y(t)lly < [yl5v(ie g, for all ¢ and

Vary (y, [t1,t2])+ Vary (y, [to, t3]) = Vary (y, [t1,t3]) for y € BV([t1,23];Y).

Finally, for y € BV([a,b];Y) and each t € [a, b] the right limit y(¢*) and the left limit y(¢~) (cf.
(23)) exist in the strong norm topology of Y.

For a given parametrized solution (¢ we consider z € PB(C), then
Varx (z,[0,T]) < CVary(z,[0,7]) < C'Vary([0,5],Z) < CS < oo, since Z has Lipschitz con-
stant less than 1. For z € BV([0,T]; X ) we define the continuity set C'(z) and the jump set J(z)
of z by

C(z)={te[0,T)|2(t7)=2() =2(t")} and J(z)=1[0,T]\C(z),

where left and right limits exist in X and where J(z) is countable.

For each ¢t € J(z) the monotone function 7 : [0,5] — [0,7] may have plateaus [a', b] with
bt > a', such that 7([a’,b']) = {t}. Outside of all these intervals we are either in the sticking
regime or in rate-independent slip. Hence, there exists £(s) € 9,J(¢(s)) with 0 € 9¥(0) + £(s).
Thus, we obtain the local stability condition

0 € 0¥ (0)+ 0.(t, 2(t)) for all t € C(z). (36)

Using (23) and A(s) > 0 we easily see that z also satisfies the energy inequality (11b). Thus, we
have proved the following result.

Corollary 4.19. If (1, Z) is a parametrized solution of (Z,3,W,V), then each z € P((1,2)) is a
local solution, see (11).

The important addition to make local solutions into BV solutions is the careful analysis of the
jumps. For each plateau [af,b'] C [0, 5] associated with ¢ € J(z), we denote by y* € CLP(]0,1]; V)
the normalized jump curve y'(r) = Z(a'+r(b'—a')). The point is that each such jump curve is
an optimal curve in a specific sense. We first calculate the dissipation D(t) along the jump curve
associated with ¢, namely

t

bt ) 1
D(t) = / W(Z(s))+ MY (~D.(t, Z(s)))ds = / p(§(r), DIt ' () dr

where p(v,&) = ¥(v) + [[v||v MY (€) with MY from (26). Here we have used that the arclength
parametrization enforced ||Z(s)||y; = 1, while the normalized jump curve satisfies |3 (r)||y =
bt—a'. Thus, the factor in front of MY appeared because of the reparametrization only. However,
the important effect is that the integrand now is 1-homogeneous in v, which reflects the rate
independence nicely.

Another way to arrive at the same integrand gives the following definition.
Definition 4.20 (Vanishing-viscosity contact potential). Given a superlinear dissipation po-

tential R : X — [0,00] we set R.(v) = 1Rg(ev). The vanishing-viscosity contact potential
p: XxX* — Ry is defined via
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p(v,) 2 inf (Re(v) + R2(©) = inf (1Ra(v) + 1R5(E)).

The contact set p is given by €, = { (v,€) | p(v,€) = (£,v) }.
For our choice Ry (v) = ¥ (v) + 3||v||3, we have Rz (£) = = MY (£)? and find

p(v,€) = ¥ (v) + [Jv]lv MY ().
The motivation for the definition of the vanishing-viscosity contact potential is obtained by the
following lower bounds for the dissipation integrals
t2 t2
L= [ R+ 2Ot = [ (e, Dol )
t1 ty

It turns out that this lower bound is sharp in the limit € — 0 along the jump curves.

We find the following important properties for p and €,:

rate independence p(Av, &) = Ap(v, &), (37a)
lower bound p(v,&) > (&, v), (37b)
separate convexity p(+, &) is convex (37¢)
and p(v, -) has convex sublevels,
contact set (v,8) €&y <= € 0up(v,§) (37d)
v=0or
v#0and £ € 0¥ (v) + My )y,

llollv

Using the contact potential p we are now able to define a supplemented distance between points
z1 and zg involving both the dissipation due to ¥ and the possibly additional dissipation arising
from fast viscous transitions:

At z1,20) Zinf { [ p(E(r), —€(r))dr | Z € Ay (21, 22),
&(r) € 8.9(t,2(r)) a.e. in [0,1] } (38)
where Ay (21, 22) = {Z € CHP([0,1;Y) | 2(0) = 21, 2(1) = 22 }.
Note that A is defined with time ¢ as a frozen parameter. Clearly, we have the triangle inequality
A(t, 20, 22) < A(t, 20, 21) + A(t, 21, 22) and the lower estimate A(t, z1, 22) > ¥ (22—21).
The crucial observation is that the lower estimate (37b) and the classical chain rule L9(¢, 2(r)) =
(&(r), 2(r)) imply the estimate
I(t, z2) + A(t, z1,22) > I(t, z1) for all 21,20 € Z. (39)

Thus, we define optimal jump paths by enforcing equality in this estimate:

OJP(t, Z1, 2’2) d:Cf
{Z€ Av(a1,22) | Alt, 21, 22) = I(t, 21)=T(t, 22) = p(Z(r), —£(r))
and £(r) € 9.9(t,%(r)) for a.a. r € [0,1] }.
Clearly, these equalities imply that a.e. along the whole jump path the lower bound (37b) has to

be an equality, i.e., the solution must lie in the contact set, viz. (2(r), —£(r)) € &,, which is again
equivalent to 0 € dp(-, —&(r))(2(r)) + &(r) and implies (see (37d))
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0 € OW(2(r)) + A(r)Vi(r) + £(r) with A(r) > 0 and °(—&(r)) > 1. (40)
For the definition of BV solutions we use the associated supplemented dissipation functional

Dissp,g defined on functions z € BV([0,T]; X) N L>([0,T]; Z). It takes into account the rate-
independent friction via ¥ and the viscous friction at possible jumps:

Dissy 3(2, [t1, ta]) = Conty (2, [t1, ta])+A(t1, 2(t1), 2(t))+ Alt2, 2(t5), 2(t2))

+ D tes( (Al 2(17), 2()+ A 2(1), 2(t1))), @
Contu (2, [t1, ta]) = Dissw(z, [t1, t2]) — W (2(t])—2(t1)) — ¥(2(t2)—2(t5 )
=D tes(s) (Pl(t)=2(t7)+P (2(tT)—2(1))).

Thus, Dissp (%, [t1,t2]) consists of the classical dissipation Dissy (2, [t1,2]) on continuous parts of
z, while at jumps the integration of p(z, —¢) = ¥(2)+||2||lv MY (=€) along jump paths contains
the rate-independent dissipation (which may be strictly larger than ¥(z2—z1)) and the viscous
contributions via |||y MY (—€).

Definition 4.21 (BV solutions). A function z € BV([0,7T]; X) is called a BV solution of the
RIS (Z,3,w,V), if z € L>([0,T]; Z) and (42) hold:

Vie Cz): 2(t) € 8oe(t) = {z€ Z|0e€dP(0)+d.I(t,2)}; (42a)

LE[0.T): 9(t, 2(£))+ Dissy.a (=, [0,]) = 3(0, 2(0))+ [ 8,9(r, 2(r)) dr. (42b)
0

The function z is called a connectable BV solution, if additionally the following holds:

Vte J(z) 324 € OJP(t, 2(t7), 2(tF)) It € [0,1] : 2(t) = Z4(rt). (42¢)

Note that the energy inequality (11b) in the definition of local solutions differs from the energy
identity (42b) exactly by replacing A(t, z(t7), z(t1)) by W(z(t")—z(t")). This also allows us to
give precise formulae for the energy drop at jump points, which are in full analogy to (25) for
energetic solutions:

I(t, z(8)+A, 2(t7), 2() = I(t, 2(t7)),

I, 2(tT))+ A, 2(t), 2(tT)) = I(t, 2(1)),

It 2(t7)) = lim I(r, 2(7)), (43)
3(t,2(t)) = lim (7, 2(7)),

Alt,z(t7),2(t) + A(t, 2(t), 2(t7)) = A(t, 2(t7), 2(tT)).

The existence of optimal jump paths is not needed for general BV solutions. If the RIS has the
property that the infimum in the definition of A(t, 21, 22) is attained for all locally stable z1, 20 € Z
(i.e., 0 € O¥(0) + 0,I(t, z;)), then every BV solution is also connectable, as we may concatenate
the optimal jump paths from z(¢™) to z(¢) and from z(¢) to 2(¢t*) to obtain an optimal jump path
from z(t7) to z(tT).

The following corollary states that all BV solutions are local solutions, which is an easy conse-
quence of the definitions, and that parametrized solutions give rise to connectable BV solutions.
This also provides an existence result by employing Theorem 4.15.

Corollary 4.22. Let the RIS (Z,3,W,V) be given.
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(A) If (1, Z) € C¥P([0,T); Vr) is a parametrized solution, then every z € B((r,Z)) is a con-
nectable BV solution.

(B) Let the RIS (Z,3,W,V) be the standard Example 2.8 and zo € Zy. Then, there exists a
connectable BV solution z with z(0) = zg.

(C) Every BV solution is a local solution, cf. (11).

We now use the advantage that BV solutions are defined as functions from the time interval
[0,T] into the state space Z like the viscous approximations. Thus, the natural question is how
the solutions z¢ converge to BV solutions. This question was first answered in [MRS09a] for the
finite-dimensional setting. Here we give a similar result for our standard Example 2.8.

Theorem 4.23 (Pointwise convergence to BV solutions). Let the RIS (Z,1,¥,V) and the
spaces Z1 € Z €V € Z_1 C X be given as in Example 2.8. Choose any zy € Z1 and consider
viscous approzimations z° € H*([0,T); V)N Cyw([0,T]; Z) solving (20) with 2°(0) = zo. Then, there
exists a subsequence (25" )pen with e, — 0 and a limit function z € BV([0,T); V) such that

Vtel0,T]: 2(t) — 2(t) in Z;
z is a connectable BV solution to (Z,3,¥,V).

Moreover, any pointwise limit z of a subsequence of (2%)e=o is a BV solution.

The last statement shows that in this case all approzimable solutions are BV solutions.

Proof. The result follows by using the convergence of parametrized solutions once again. Given the
sequence z¢ we define the associated parametrized solution (¢ € CYP([0, S¢]; V). As in the proof
of Theorem 4.15 we obtain a subsequence (¢%7),eny that converges pointwise to a limit ¢ = (7, Z)
(which is possibly not arclength parametrized). For this ¢ we consider all Z : [0,7] — Z with
zZ € PB(¢). The value of Z is uniquely defined at all ¢ € [0,T]\ P, where the countable set P is the
image under 7 of the plateaus of 7.

We first claim that 2% (¢.) — z(t.) for all ¢, € [0,T]\ P. To show this we use that 7%
converges to 7 uniformly on [0, 7. Since t. is not in the image of a plateau of 7, the pseudo-inverse
o:t+— min{s | 7(s) =t} is continuous in .. Moreover, there is a unique s, with 7(s.) = t. and
S« = o(ts). Thus, for each § > 0 there exists ps > 0 such that |o(t)—o(t.)] < 6 for [t—t.] < ps. In
particular, there is a js such that |75 —7||p~ < ps for j > js. Now choose s; € [0,.5] such that
T (85) = ti = T(s4), then |7(s;)—7(ss)| = |7(s;)—7%(s;) < ps and we obtain |sj—s.| < ¢ for
7 > js. With this we find

2(te) = 25 () = Z(0(t)) = 2% (84) + 27 (82) =27 (55) = Z(8:) =27 (8) + wj;,

where ||w;||v < |sj—s«| < 0. Since Z% (s.) — Z(s4) in Z, we obtain ||2% (t.)—z(t)||yv — 0, and
the desired weak convergence follows by the a priori bound in the Hilbert space Z.

It remains to establish pointwise convergence in the possible jump points. However, P is count-
able, so we may choose a further subsequence to obtain weak pointwise convergence for all ¢ € [0, T7.
Proceeding as above, it is not difficult to show that the limit z(¢,) for t, € P satisfies z(to) = Z(So),
where s, lies in a plateau [a®,b°] on which 7(s) = ¢, holds. Clearly, the pointwise limit satisfies
z € BV([0,T]; V) and it is a connectable BV solution.

To show that every pointwise limit point must be a BV solution, take any pointwise converging
sequence (z°m) and denote the limit by z. By choosing a further subsequence as above, we obtain
a BV solution 2 as limit of the further subsequence. Obviously, z = Z, and we are done. a

We want to emphasize that in general the convergence result may fail in the infinite-dimensional
setting. For this we refer to Example 4.4, where the pointwise limit z of the viscous approximations
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2° is a local solution but not a BV solution. In fact, the solution z : [0,T] — Z = V is strongly
continuous, i.e. there are no jumps, but the energy balance does not hold because of missing viscous
contributions. We heal this remedy in the next subsection by introducing the notion of weak BV
solutions.

In general it is not clear whether BV solutions can be completed to parametrized solutions. We
need an additional condition, which is certainly satisfied in the finite-dimensional setting discussed
in [MRS09a], namely

3C>0Vte[0,T] V2,2 € Z with 0 € 0¥(0) + 0,I(t, z;) : (44)
y € OJP(t,21,22) = Vary(y,[0,1]) < CA(t, 21, 22).

We conjecture that this condition also holds for the standard Example 2.8, which is suggested by

(33), where the term involving ¢ disappears and, at least formally, 2(0) = 0, since z; is locally

stable.

Proposition 4.24. If the RIS (Z,7,¥,V) satisfies (44), then for each connectable BV solution
z € BV([0,T); V) there is a parametrized solution (1,7Z) € CYP([0,T]; Vi) such that z € P((7, Z)).

Proof. The graph of z has finite length T+ Vary (z,[0,T]) in V. For each ¢ € J(z), we now add
the graphs Y* = {(¢,y*(r)) | 7 € [0,1]} of the optimal jump paths. By assumption (44) we know
that the length of this curve is bounded by CA(t, z(t7), 2(¢t)). Using the energy balance (42b)
we see that the total length of all these added curves is finite. By construction G(z) U UtEJ(Z)Yt
is a connected curve of finite length in Vi that can be reparametrized with respect to arclength,

which provides the function ¢ = (7, Z) : [0, S] — Vr.

We still have to show that ¢ satisfies (21). The conditions in the upper line are trivial. For
s € [0, S] such that ((s) € Y* we have 7(s) = 0 and the differential inclusion in (21) holds because
of (40). In the other case we have local stability, namely 0 = 0¥ (0) + £(s) with £(s) € 9.9(¢(s)).
However, in these points the energy balance together with the chain rule provides 0 = !P(Z (s)) +
(£(s), Z(s)), which implies the desired differential inclusion by Lemma 2.2. O

We conclude this subsection with a result concerning time discretizations. Time-incremental
minimization techniques are the central tools in generalized gradient flows as well as for energetic
solutions, see Section 3.2. In our vanishing-viscosity approach, we are especially interested in the
interaction between the smallness of the time steps and the smallness of the viscosity. It turns
out that BV solutions are easily obtained by a joint limit. For simplicity we again study a RIS
of the form (Z,J,¥,V) for small viscosity €. We also discretize the time interval in the form
II = (to,t1,....,tn,) € Part([0,T]) with fineness ¢(I1) = max{tr—tr—1 | k = 1,..., N}, see (8).
The incremental minimization problem for the viscous problem reads as follows:

€
zr € Argmin{ I(tg, 2) + ¥(z—2z5—1) + ; lz—zr_1l3 | z€ Z}.
1

tr—tr—

We denote by z%¢ : [0,T] — Z the piecewise constant interpolant, see (13). Then the following
result was proved in [MRS09a] for the finite-dimensional setting. A corresponding convergence
result of incremental problems to parametrized solutions was also obtained in [EfMO06]. We expect
that a similar result holds in infinite dimensions, in particular for our standard Example 2.8.

Theorem 4.25 (Convergence of viscous time discretizations). Assume that all Banach
spaces are finite-dimensional, that 3 € CY(Z7) and that the RIS (Z,7,¥,V) satisfies the stan-
dard coercivity assumptions. Take any sequence (II,)nen of partitions and any sequence (€, )nen

of wviscosities such that
En
o(Il,) — 0, e, —0, ——— — o00. 45
in) o(IT,) )
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For an initial value zog € Z construct z" S zTnsen [0,T] — Z. Then, there exist a subsequence

(z")ien and a BV solution z for (Z,3,¥,V) such that
Vte[0,T]: 2" (t) = z(t) in Z forl — oo.

Moreover, any pointwise limit of a subsequence of (2™ )nen is a BV solution.

4.6 Weak BV solutions and time-varying dissipation distances

Here we introduce a slightly more complicated rate-independent dissipation which allows us to
define a weaker version of BV solutions. As a generalization to the definition of A(t, 2o, z1) in (38)

we now define a dissipation distance QA)?, in the extended phase space Zr, i.e. @g : ZpxZp — [0, 00].

It measures the minimal dissipation needed for moving from a point zp to a point 21 during the

time interval [to,t1]. For t; < to we set Dg(to, z1,11,21) = 0o and for tg < t1 we let
‘Dg(toazovthﬁ)

£ ! -
it { [ p(Z0).~60)ar | (7.2) € v (t0.20). (0. 20), (46)

#(r) > 0 and &(r) € 9,9(7(r), Z(r)) a.e. in [0, 1] }

Clearly, we have @g(t,zo,t,zl) = A(t, 20, 21), @g(to,zo,tl,zl) > ¢W(z1—2p) and the triangle in-
equality

D3 (to, 20, t2, 22) < D) (to, 20, t1, 21) + D (t1, 21, b, 22).

The associated dissipation functional for curves z : [0, 7] — Z reads

N
Dissg(z, [r,s]) = sup{ZDg(tk_l,z(tk_l),tk,z(tk)) ‘ N e N,
k=1
T§t0<t1<"'<tN71<tN§S}.

From the definitions, it is immediate that this dissipation is greater or equal to Diss, j defined

n (41). With the new dissipation functional QA)?, we are now able to define a new notion of BV
solution.

Definition 4.26 (Weak BV solutions). Let the RIS (Z,7,%,V) be given. A function z €
BV([0,T]); X)NL*>([0,T]; Z) is called weak BV solution, if

Vie C2): 2(t) € Sioe(t) = {2€ Z |0 dw(0)+8.I(t, 2) }; (47a)
t
Vit e [0,T]: (¢, z(t))—i—Diss,jJ (2,10,t]) = 7(0, z(o))+0fanJ(T, z(7))dr. (47b)
The following example shows that Diss?J (2,10,T) may be bigger than Diss, 5(z, [0,T]) even for

continuous curves. Moreover, it states that the vanishing-viscosity limit in Example 4.4 provides a
weak BV solution that is not a BV solution.

Example 4.27. We reconsider the setting of Example 4.4 where
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X =LY(Q), V=2 =L1%0) with 2=]0,1][,
p(v,€) = [[vllutllvlle [ max{|§(-)| =1, 0}z, It 2) = [, U(2) — (t+z)zda.

The vanishing-viscosity limit z obtained there jumps from —2 to 6 along the line t+x = 3. It can
be shown that for 2 <r <t < 3 we have

9(t—r) = ¥(z(t)—z(r)) = Dissy, 4(z, [r, t])
< @g(r, z(r),t,2(t)) = Diss,jJ (z,[r,t]) = 25(t—r).

We should interpret the additional dissipation as a limiting effect of uncountably many infinitesimal
jumps.

Considering the additional term p in the energy balance in Example 4.4, we see that z fails to
be a BV solution, however it is a weak BV solution.

The notion of weak BV solutions is close to the notion of energetic solutions, if we replace the
standard dissipation distance D by the extended dissipation distance Dg. However, global stability

with respect to @g is useless, since by construction of @g the points are globally stable. This is in
agreement with the fact, that in principle every point zy should be possible as an initial condition.
Nevertheless, weak BV solutions can be obtained via a similar incremental minimization problem.
Given a partition (0 = tg, t1,...,txy = T) and an initial state zo € Z, find z1,...,zy via

2, € Argmin{ I (¢, z)—l—@g(tk_l, 21tk 2) | 2 € Z} N Soc(tr).

The additional constraint zy € Sjoc(tx) is added to avoid solutions that linger too long in jump
paths. We expect that the intersection of Argmin and S) is always nonempty, since for any point
in Argmin we can start an optimal jump path that ends in a point in the intersection and still lies
in Argmin because of the definition of Dg.

5 Metric formulations

Here we discuss the notions of parametrized and BV solutions in a metric setting by generalizing
the ideas from Banach spaces to general metric spaces. Thus, the theory becomes more general in
the sense that, as in Section 3 for energetic solutions, we dispose of the linear structure. However,
in contrast to the previous section we have to restrict to the case that the viscous dissipations
is proportional to the square of the rate-independent dissipation, i.e., the theory of this section
includes all the results of the previous one, if we assume R (v) = ¥ (v)+ 5% (v)?. Thus, the standard
Example 2.8 can not be treated with the methods developed below.

The theory is based on the abstract approach to evolutionary problems in general metric spaces.
We refer to [Amb95, AGS05, RMS08] for general reading and to [MRS09b] for more details on the
results presented here.

5.1 Metric velocity, slope, and evolution

In this section we recall results presented in [AGS05], starting from a complete metric space (Z, D),
where we again use the letter Z (instead of Z) to indicate that Z does not need a linear structure.
Moreover, we now assume that D : ZxZ — [0,00[ is a true metric distance, i.e. in addition to
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the assumptions above it is also symmetric and assumes only finite value. (It is expected that the
theory can be generalized to extended quasi-distances, cf. [RMS08].)

A curve z: [0,T] — Z is called absolutely continuous (written as z € AC([0,T];2)), if 3 m €
LY([0,TY) such that D(q(r <f s)dsfor0<r <t <T.

Theorem 5. 1 (Metric velocity). If z € AC([0,T],2), then for a.a. t € [0,T] the metric ve-
locity |2](t) = limy,_o +D(2(t), z(t+h)) exists. Moreover, ||(t) < m(t) a.e. and Dissp(z,[r,t]) =

S (s)ds

The dot ~ and the norm | - | in the notation |Z] € L'([0,T]) are used only to indicate that the
metric velocity relates to the norm of a velocity in the classical case. In fact, if Z = Z, D is defined
via a rate-independent dissipation potential R in the sense of (8), and z € W11(]0,T), Z), then
121(t) = R(=(2), 2(2))-

We emphasize that the metric concept is even useful in the case of non-reflexive Banach spaces
X which we then equip with the distance induced by the norm. For instance, we may consider
Z = L*(R) with D(z0,21) = [|z1—20]|r.2. In Example 4.1 the curve z lies in z € AC([0, T]; L*(R))
but not in WH1([0, T]; LY(R)). The metric velocity exists, namely |2|(t) = |&(t)] + |B3(t)|.

For a functional J : Z — R we define the metric slope |0d]«(z) of J in the point z via

109].(2) = i sup max{ajgz(i—% (2),0

For functionals J : Zr — R we write with a slight abuse of notation

91. (1, 2) 2 199(t, ). (2).

Again the sign 0 and the dual norm |- |, in the notation |0J]|. are formal only and should indicate
that in the classical case the metric slope relates to the (dual) norm of (sub)gradient. In fact,
if J € CY2) and D is given via R as above, then |0d|.(2) = R°(z,—DJ(z)), where R°(z,&) =
sup{ (¢, v) | R(z,v) < 1}.

As a major assumption on our RIS (Z,J, D) we impose the following chain-rule inequality:

2€AC([0,T];2), t—]0I|t, 2(t)) measurable, f 121()]|09)(t, 2(¢)) dt < 0o

= — J(t, z(t)) is absolutely continuous on [0, 7] and
di (t, 2(t) + [2()0T] (¢, 2(2)) = D I(E, 2(t)).
Clearly, such a chain-rule inequality holds in the classical setting since

(t, 2(t)) — 0t 2(£)) = (D:I(E, 2), 2) > —R(z, ) R°(2, —DI(t, 2)).

For a lower semicontinuous, convex function % : [0,00[ — [0,00[ we can now define metric
solutions to the evolutionary systems (Z,J, D, ¢) in analogy to the energetic formulations in Section
2.5.

Definition 5.2 (Metric evolution, i-gradient flow). Let (Z,J, D) satisfy the chain-rule in-
equality (1). A function z € AC([0,T],2) is called a metric solution of the 1-gradient flow, also
called a metric evolutionary system (in the sense of DE GIORGI) (Z,7, D, v) if

7)) + Jy LA 0)+0*(109]. (¢, 2(1)) dt

(2)
gJ(o,z )+ [ 83, 2(t)) dt.
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As in Section 2.5 the chain-rule inequality implies that (2) is equivalent to

Gt 2(0) + ¢(12(1) + v (193] (t, 2(1))) = 3I(t, 2(t))  a.e. on [0, 7.

So far, the theory of metric evolutionary systems relies heavily on the absolute continuity of z.
In the case of RIS we would like to choose ¢ (v) = v, which led to ¥* (&) = x[0,11(§). Then, any
approximation procedure leads to a priori estimates for |#] in L*([0,T]) only, which would not be
enough to pass to the limit since jumps may develop.

5.2 Parametrized metric solutions

As in the Banach-space setting we introduce viscous approximations via ¢.(v) = v + %1/2. The
Legendre transform is 97 (£) = 5= max{{—1,0}?. The associated metric evolutionary system reads

%j(tv 2°) e (12°1(8) + 92 (19912, 25 (1)) < 8:I(¢, 2°(1)),  2°(0) = zo. (3)

Using the standard energy bounds we find the a priori estimates

T
3(t, 2°(t)) < e“*3(0, 20), /O e (1251(8))+02 (1091 (2, 2°(1))) dt < e“TI(0, 20).

The classical existence theory in [Amb95, AGS05] works for the cases ¥(v) = v?/p, whereas
[RMSO08] treats the case of general convex and superlinear 1, covering our case ¥.(v) = v + v? /.
Thus, for each € > 0 we obtain a solution z° € AC([0,T]; Z) with the estimates

2L o,y < € and - |[2%llzo,7)) < C/ Ve (4)

As in Section 4.4 we introduce an arclength parametrization of the graph of z¢, namely
{(t,z°(t)) |t € [0,T]} C Zp via s5(t) =t + fot |2¢](r) dr and the inverse functions t = 7°(s).
The good message here is that we immediately have an upper bound for the total length S¢ by
using (4). Thus, we define the arclength parametrized solutions as

C°(s) = (7°(s), Z°(s)) € Zp with Z%(s) = 2°(7°(s)).

We introduce the function

ae(v/a) + ap(§) for a > 0,

00 otherwise,

ME(Oé, v, g) =

which explicitly means M. (a,v,£) = v + =v* 4+ 5= max{{—1,0}? for o > 0.
The rescaling of (3) leads to the relations
75(0) =0, T5(5°) =T, 7°(s) = 0, 75(s) +|2°|(s) = 1,
159(C5(5)) + Me(7(), 12°1(), 1991(C3 () < B:I(C=(5))7(s)

a.e. on [0, 5%]. On [0, 00" it is easy to see that the functions M, converge to

vmax{{,1} for a =0,

MO : (CY,V,&) = {
v+ Xpo,11(§) for a >0,
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Figure 1 The three different regimes for parametrized metric solutions.

in the sense of I'-convergence. In fact, we have the following liminf estimate for the associated
functionals, which is an application of Toffe’s theorem [Iof77], see [MRS09b, Lem.3.1]. It uses
convexity in (¢, v) and monotonicity in &.

Proposition 5.3 (Lower semicontinuity).
Let M (a, v, &) = fOS M (a(s),v(s),£(s))ds fore > 0 and assume that the sequence ((af, v, E))es0

~

satisfies o — @ and v° — U in L1([0,5]) and £(s) < liminf._ o+ £5(s) a.e. on [0, S], then we have

—~

Mo(@,7,&) < liminf. o M (o, v, £°).

We now define parametrized metric solutions by using the functions My in place of the small
viscosity functions M.. Without loss of generality we only consider arclength parametrized solu-
tions.

Definition 5.4 (Parametrized metric solutions). A function ¢ = (7, Z) : [0, 5] — Zr is called
parametrized metric solution of the RIS (Z,J, D), if ¢ € CYP([0, S]; Zr) and if for a.a. s € [0, 5] we
have

7(0) =0, 7(S) =T, 7(s) 2 0, #(s) + |Z|(s) = 1,

: 6
3:9(C(5)) + Mo(7(s), 121(s), 1091 (¢ (5)) < BI(C(5))7(5)- )

Since My(a, v, &) > V€, the contact set = of My plays a central role:

ZE {(,1,8) | Mo(a,v,€) = v€}

The explicit form of M gives three distinct regimes: = = Fstick | Fslide ([ Ziump with
FHE = {(,0,¢) [a 20, £<1},
= = (a0, 1) [, 2 0},
S = {(0,1,8) [v 20, £> 1},
see Figure 1. Using the chain-rule inequality (1) and the last line of (6) we conclude that for a

parametrized metric solution we have

(7(5),12](5), 09| (C(5))) € & for a.a. s € [0, S].
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This leads to an alternative equivalent definition for parametrized metric solutions, which highlights
these different regimes more clearly.

: [0,S] — Zr is a parametrized metric solution of the RIS

Lemma 5.5. A function { = (1,7)
[0, S] we have

(Z2,3,D) if and only if for a.a. s
7(s)

7(s)

1Z1(s) > 0 = 189].(¢(5))

£I(C() + 121()109].(C(5)) = 553(4(8))7'(8)-

and T(s)+|Z |(

>0 ) =
>0 = [09].(¢(s)) < 1;
>1

The last condition in the above lemma says that if a solution moves, then, it moves along a
gradient flow curve. Moreover, integrating the last relation we obtain the energy balance

T / 1) 215 = 30,20+ / 8,3(¢(r)) dr -
with ~(s) = |Z](s) max{|23]. (¢(s)) 1,0},

which is analogous to (23) for parametrized solutions in the Banach-space setting. Thus, we again
see an explicit term arising in jump paths that is needed to lead to a correct energy balance.

The next result shows that under quite general assumptions we have convergence of parametrized
solutions in the vanishing-viscosity limit and thus obtain existence of parametrized metric solu-
tions. In contrast to the Banach-space setting we have much more general initial conditions and
we are able to show that the arclength parametrization is inherited by the limit. In the additional
conditions on J we use the topology on Z that is induced by the metric D.

Theorem 5.6 (Vanishing viscosity, parametrized metric solutions). Let the RIS (Z,7,D)
satisfy the assumptions from above and

I(t,-) : Z— R has sequentially compact sublevels,
0¢J : Zp — R is continuous, (8)
199]. : Zr — [0, 0] is lower semicontinuous.

Choose any zo € Z. Then, for any family of parametrized metric solutions ¢ : [0,5] — Zrp

of (5) with ¢¢(0) = (0, z0) there exist a subsequence (ei)gen with e — 0 and a limit function
¢ =(r,2Z) € AC(|0,S]; Zr) such that

¢ is a parametrized metric solution with ((0) = (0, zo),

(% — ¢ in C°([0,T1]; 27);

0 5 |25 2] in L([0, S)).
Proof. Since the functions ¢ have the uniform Lipschitz bound 1 and all ¢ lie in a sequentially
compact sublevel of J, we can apply the Arzela-Ascoli theorem and obtain a sequence converging

uniformly. Since 7° and |Z°*| are bounded by 1, we may also assume the weak* convergence to
limits p and 7, respectively. Obviously, p+n =1 and it is easy to see that p = 7. From

D(Z(s1),Z(s2)) = lim D(Z°%(s1), Z*(s2))
< liminf, [ |Ze#|(s)ds = [

we find |Z|(s) < n(s) a.e. on [0, S]. From the assumptions in (8) we obtain
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I(¢(s)) < LiminfI(C(5)), BI(S(s)) = lim AI(C™ (),
£(s) = 1091.(C(s)) < liminf £¥(s), where £*(s) = [97].(C™* (s)).

We can now pass to the limit in the integrated version of the last line in (5) and, using Propo-
sition 5.3, we obtain

3(CS)) + Mo(#,m, [0T1.(C(-))) < 9(0, 20) + fy DiI(C(5))7(s) ds, 9)

For the convergence in the last integral note that the integrand is the product of a strongly and a
weakly converging sequence.

~ In the following estimates we first use the chain-rule-inequality (1), then v§ < Mo (a, v, ), next
|Z] < n and monotonicity of My(«, -, £), and finally (9):
I(C(0)) = IG(S)) + i BIC())F(s)ds < [ 121(s)|091.(¢(5)) s
< Mo(7,12], 1031+ (¢())) < Mo(7,m,103]+(<(+)))

S
< 9(¢(0)) - I(C(S)) + / B3(C())#(s) ds.

We conclude that all estimates are equalities. In particular, we find the second line of (6), and the
strict monotonicity of My(a, -, &) implies |Z|(s) = n(s) a.e., which implies 7+ |Z](s) = 1 a.e. O

5.3 Metric BV solutions

Like in the Banach-space setting it is desirable to define a solution concept that is closely associated
with parametrized solutions, but that avoids the artificial arclength parametrization. Our definition
follows the spirit of Section 4.5, which is simpler than the original approach in [MRS09b]. The
function space BV([0,T]; Z) contains functions z : [0,7] — Z defined everywhere and such that
Varp(z,[0,7]) = Dissp(z,[0,T]) < co. As before, left and right limits z(¢t7) and z(¢) exist for
each ¢t € [0,T]. Moreover, the set of jump times J(z) is well defined and countable.

We again define a supplemented dissipation measure Ay (t,-) : Zx2Z — [0, o0] via
Anr(t, 20, 21) B inf{ fol My (0, |3| (r), 109]«(t,Z(r)))dr | Z € A(z0, 21) },
where A(zo,21) = {2 € AC([0,1];2) | 2(0) = 2o, 2(1) = 21 }.

Definition 5.7 (Metric BV solutions). Let the metric RIS (Z,J, D) be given. Then a function
z € BV([0,T]; 2) is called metric BV solution if (10a) and (10b) hold:

Vte C(z): |09].(t, 2(t) <1; (10a)
Vtel0,T]: I(t, z(t))+Dissnp g(z, [0, ¢]) = I(0, z(O))—i—ftaTJ(T, z(7))dr. (10b)
0

The metric BV solution z is called connectable, if additionally

Vte J(z) 328 € OJP(t, 2(t7), 2(t1)) 3rt €[0,1] = 2(t) =2 (r"). (10c)

Again the set of optimal jump paths is defined via OJP(t, 21, z5) =
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{ S A(Zl, 22) ‘ AM(t, 21, 2’2) = J(f, Zl)—j(t, 22)
= Mo(0, |5|(r), 199]. (£, (r))) for a.a. r € 0,1] }.

In [MRS09b] the following two results concerning existence, convergence and time discretization
are derived.

Theorem 5.8 (Convergence and existence of metric BV solutions). Assume that (Z,7,D)
satisfies the assumption of Theorem 5.6. Then, for each zo € Z with J(0,zp) < oo there exists a
metric BV solution z with z(0) = zo.

Moreover, if z¢ € AC([0,T];Z) are solutions of the viscous metric evolutionary system (3)
with z°(0) = zo, then there exist a subsequence e, — 0 and a metric BV solution z such that
z25R(t) — z(t) for all t € [0,T7.

For a partition IT = (0 = tg,t1,...,txy = T), the time-incremental minimization problems with
small viscosity read

zj € Argmin{ I(tg, 2z) + D(zk-1,2) + s D(zk-1, 2)? | z€2}.
Defining the piecewise constant interpolants z’= as before, we obtain the following result.

Theorem 5.9 (Convergence of time discretizations). Assume that the RIS (2,3, D) satisfies
the assumption of Theorem 5.6. Assume further that for sequence I}, and e, we have

Ek—>0, ¢(Hk) —>0, Ek/(;S(Hk)—)OO

Then there exist a subsequence (not relabeled) and a metric BV solution z such that Tk (t) — z(t)
for all t €10,T).
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