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Abstract 

In this paper an elliptic-parabolic coupled system arising from a two-phase flow 
through a saturated porous medium is considered. The uniqueness and the existence 
of classical solutions are proved. The asymptotic behavior of solutions for large time 
is shown, too. 
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1 Introduction 
We consider the following elliptic-parabolic coupled system: 

t 
v. q = 0, 

q = -A(vi, ... ,vN)\Ju - B(v1, ... ,vN), 
~ + \J·[viq-Di(vi, ... ,vN)\Jvi]=O, 

in Q 

(1.1) 
i = 1, .. , N, in Q 

with initial-boundary data 

q . vi = 0 E2 ' 
[viq- Di(v1, ... ,vN)\lvi] · v1E

2 
= 0, 

(1.2) 

where Q = n x (0, T), n C Rn, T > 0, ~1 = I'1 x [O, T], ~2 = I'2 x [O, T], 
I'1 can, I'2 =an\ r 1, n0 = n x {O}; vis the outward normal to an. 
The system (1.1) describes the fluid-solute-heat flow through a saturated porous 
medium (see [2]) where, apart from constants, u stands for the pressure, q for the 
flux of the fluid and Vi for the temperature or the concentration of solutes in the 
fluid. 
Equations (1.1) with N = 1 (see [1,7]) also in.elude systems governing the flow of 
two im~iscible fluids through a porous medium. Without loss of generality we can 
take .N = 1, and then problem (1.1)-(1.2) reduces to the following one: 

\J. q o, in Q 
q -[A(v)\Ju + B(v)], 

(I) ev + \J · [vq- D(v)\Jv] = 0, in Q at 
UIE1 U1, q· v1 = 0 E2 ' 

VIE1U00 Vi, [vq- D(v)\Jv] · v1E
2 

= 0, 

where A(s), B(s), D(s),u1 and v1 are known functions fulfilling the following condi-
tions: 

(i): A(s),D(s) E C2 (R) are positive (scalar) functions satisfying 

0 < Ao < A( s) ~ Ai 
0 <Do < D(s) ~ D1 

where Ao, Ai, Do, D1 are constants; 
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(ii): B(s) E 0 2 (IR) is an n-vectorfunction; 

(iii) : Ui' Vi E 0 3 ( Qi) with Qi = n x [O, 00 ); 

(iv) : n c IRn is a bounded, connected open set with 0 3-boundary an, and ri can 
is open and non-empty in the sense of ( n - 1) dimensional Hausdorff measure. 

In [7], the existence, uniqueness and stability of classical solutions for a problem 
similar to (I) are proved. However, the existence argument is restricted to the two 
dimensional case; for higher dimensions it is required that function A is a small 
perturbation of a continuous function depending only on x. In [1], a degenerate 
elliptic parabolic system analogous to (I) is considered. Due to the degeneration 
nature the existence and regularity results are established only for weak solutions. 
In this paper we shall show the existence, uniqueness and asymptotic behavior of 
classical solutions for problem (I) without restriction on dimension n. 
The paper is divide~ as follows: In Section 2 we introduce weak solutions of problem 
(I) and prove the uniqueness. Then in Section 3 the existence of weak solutions is 
established. In Section 4 we give further regularity results implying that the weak 
solution is also a classical one. Finally we show in Section 5 that under proper 
conditions the solution converges to the unique steady solution of (I), as t -t oo. 

2 Weak solution and uniqueness 
First, we introduce weak solutions of problem (I). By a weak solution of problem (I) 
we mean a pair of functions ( u, v) satisfying 

(i) : u E Ui + L2(0, T; V), v E Vi+ L2(0, T; V) n L00
( Q), 

where V = {w E Hi(n): wlr
1 
= O}; 

(ii) : for any cp E oi(Q) vanishing on ~i U (f2 x {T}) we have 

[ [A(v)Vu + B(v)] · Vcp = 0 a.e. t E (0, T), 
lnx{t} 

ff {vacp -[D(v)Vv+v(A(v)Vu+B(v))]·Vcp}+ f vicp=O. 
j}Q at lnx{O} 
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With some additional assumptions we get the uniqueness of the weak solutions. 

Theorem 2.1: Let (u,v) be a weak solution with \i'u, "\lv E L00 (Q). Then it is the 
unique weak solution of problem (I). 

Proof: Suppose that (u, v) is another weak solution. Then for any 
cp E C1( Q) vanishing on ~1 and n x {T} we have 

f [A(v)"\lu - A(v)\i'u + B(v) - B(v)] · \i'cp = O a.e. t E (0, T), 
lnx{t} 

(2.1) 

j k {(v - V) ~~ - [D(v)\i'v - D(V)\i'V]. V'cp 
(2.2) 

- [v(A( v )\i'u + B( v )) - v(A(v)"\lu + B(v))] . V' cp} = o. 
Taking cp = u - u in (2.1) and using the Cauchy inequality 2ab :::; ea2 + ~b2 , € > 0 
we easily get · 

f IV'(u~u)l2:::; 
lnx{t} (2.3) 

:::; A
2

2 ( max IA'(s)l 2 sup IV'ul2 + max IB'(s)l 2
) f Iv - vl2, 

o lsl5M1 Q lsl5M1 Jnx{t} 

where M1 = max{supQ lvl, supq Iv!}. 
On the other hand, we can take cp = v - v in (2.2) and obtain 

-2
1 

f Iv - vl 2 + ft f [D(v)\i'v - D(v)\i'v]. \i'(v - v) 
lnx{t} lo Jn (2.4) 

+ lfn[v(A(v )\i'u + B(v)) - V(A(V)\i'U + B(V))] · \i'(v - V) = 0. 

Noting that 

lfn (v - V)(A(v )\i'u + B(v )) · \i'(v - V) 
1 ft f . 2 loln(A(v)V'u+ B(v)) · V'(lv-vl 2

) 0 
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we get from (2.4) 

f Iv -vl2 + 
lnx{t} 

Do l'ln IV'(v - ii)l2 

< ~o lln { [D(v) - D(ii)]2IV'vl2 + liil 2 IA(v)V'u-A(ii)V'Ul2 

+lvl 2 IB(v) - B(v)l2 } 

< D
4 

[ max ID'(.s)l 2sup1Vvl2 +Mi max IA'(.s)l 2sup1Vuj 2 
o lsl~M1 Q isl~M1 Q 

+Mi max IB'(.s)12] rt r Iv - vl2 
lsl~M1 Jo Jn 

+ ~0 Mf A~ lfo IV'(u - u)l2. (2.5) 

Substituting (2.3) into (2.5) we arrive at 

r Iv - vl 2 +Do r r IV(v - v)l 2 ::; 01 ft r Iv - vl 2, (2.6) 
lnx{t} Jo Jn Jo Jn 

where 

~ [max ID'(.s)l 2supl\7vl2+Mi (i+ 2A~i) max IA'(s)l 2supl\7ul2] Do lsl~M1 Q 0 lsl~M1 Q 

4Mi ( 2Ai) I )12 +-D l+A2 maxlB(s. 
o 0 lsl~M1 

Now a Gronwall argument applied to fnx{t} Iv - vl 2 yields v = v, and then u = ii, 
almost everywhere. 

Remark. The condition Vu, \7v E L00 (Q) in the theorem is not restrictive. Lemmas 
4.1 and 4.2 we will give later imply that any weak solution of problem (I) satisfies 
this condition. 

3 Existence of weak solution 
Lemma 3.1: For a given v E L00 (Q) there exists a unique u E u 1 + L00 (0,T;V) 
such that for any 'I/; E V 

f [A(v)\7u + B(v)] · \7'1/; = 0 a.e. t E (0, T). 
lnx{t} 

(3.1) 
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Moreover, we have for almost all t E (0, T) 

f IY'ul2 < c, 
lnx{t} 

II u(·, t) llca(fi) < C, 

where constants C > 0, a E (0, 1) depend only on known data and supQ lvl. 
Proof: This is the standard result for an elliptic equation, cf. [5]. 

(3.2) 
(3.3) 

Lemma 3.2.: For a given v E L00 (Q) let u E u1 + L00 (0, T; V) be the weak solution 
of {3.1). Then there exists a unique v E v1 + L2(0, T; V) n L00 (Q) such that 

ff {v 8a'P -[D(v)V'v+v(A(v)V'u+B(v))]·Y'cp}+ f V1cp=O (3.4) JJQ t lnx{o} 

for any cp E 0 1(Q) vanishing on ~1 and n x {T}. In addition, v admits of the 
·following estimates: 

suplvl < sup lv1I, (3.5) 
Q E1 uno 

Jk 1vv12 < c, (3.6) 

II v II Ctl(Q) < c, (3.7) 

where constants C > 0, /3 E (0, a) depend only on known data and supQ lvl. 
Proof: We first modify equation (3.4): Let 

p(s) =mi+, :i} ·s, M > 0 

and consider 

ff {:u 8a'P -[D(v)V'v+p(v)(A(v)V'u+B(v))]·Y'cp}+ f V1<.p=O. (3.4a) JJQ t lnx{o} 

Clearly there exists a unique v E v1 + L2(0, T; V) n L00 such that (3.4a) holds for 
every cp E 0 1(Q) vanishing on ~1 and n x {T}. 
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Denote sup~1 uno lv1I = k and take cp = (v - k)+ in (3.4a). Thus we get 

o~~rT kx{t} [(ii - w12 + f l [V'(ii -w12 (3.8) 

::; C IJlp(ii)(A(v)V'u+ B(v)) · V'(ii-WI. 

rmax(v,k) 
Set 'l/; = Jk p(s )ds. 

Then for almost all t E (0, T), 

V'l/;(·, t) = p(v(·, t)). V(v - k)+ E L2(n). 

So we can substitute this 'lj; into (3.1) and obtain 

f p(v)(A(v)\lu + B(v)) · \l(v - k)+ = O a.e. t E (0, T). 
lnx{t} 

.Hence (3.8) implies supq v ::; k. 
In the same way we obtain supq ( -v) ::; k. 
Now by taking M > k in (3.4a) we see that p(v) = v in Q, which shows the 
equivalence of (3.4) and (3.4a). So far we have proved the existence of weak solutions 
for (3.4) and obtained estimate (3.5). Obviously (3.6) follows. 
To prove (3. 7) we first give some notations: For z0 = ( x 0 , t 0 ) E Q, R ::; Ro with 
flo = min { tt, dist( Xo, 8!1)}, set 

BR(xo) {x E lRn: Ix - xol ::; R}, 
AR( to) (to - R2

, to), 
QR(zo) - BR(q;o) X AR(to), 

Vzo,R 

- [BR~Xo)[ kx(zo)x{t} u, 

[QR~Zo)[ t(zo) v. 

We will omit z0 , x 0 , t 0 henceforth. 
By taking cp = (u - u2R(t))TJ2 in (3.1), where T/ is a cut-off function on B2R with 
2R ::; Ro we get an inequality of the Cacciopolli type: 
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Combining it with estimate (3.3) we then obtain 

f j'Vul 2 :::; C Rn-2+2
0. a.e. t E (0, T). (3.9) 

jBRx{t} 

In QR we write ii= V + W where VE L2 (AR; H 1(BR)) satisfying ViaqR =ii and 

ft [v~~ -D(v)V'V · V'\O] = o 

fk [w~~ -D(v)V'W · V'\O] =ft ii[A(v)V'u+ B(v)] · V'\O 

'r/cp E Ct;°(QR)· 
From the De Giorgi - N ask theorem we can get (see [8] for detail) 

'rip:::; R, 

where constants C > 0, "Y E (0, 1) depend only on D0 , D1 and u. 
It is known (see [8]) that WE W2q (QR) and 

II W 11 2 
1.! :::; G ff IA(v)'Vu+B(v)l 2

• 
W2 (QR.) }}QR 

On the other hand, we have (see [4]) 

(3.10) 

(3.11) 

ff IW - WRl 2 
:::; G R2 II w 11 2 1,t . (3.12) 

}}QR W2 (QR) 

Putting (3.11) and (3.12) together and taking account of (3.9) we obtain 

f kR IW - WRl 2 ~ CRn+2+2", (3.13) 

where constant G depends only on known data and supQ Iv I· 
Because ii= V + W, from (3.10) and (3.13) it follows that 

fkP Iii - iipl2 ~ C (~) n+2Hr fkR Iii -iiRl2 + CRn+2+2a (3.14) 

for any p :::; R with Q2R < Q. It is well known that (3.14) implies an interior 
Q/3 - estimate of v where 0 < (3 < min{ a, "Y }. 
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We omit the estimation near the lateral boundary :E1 U :E2 and the bottom :E0 . In 
fact, as U1, V1 and 80, are of 0 3 - class, the above argument with a trivial modification 
is valid for boundary estimation. The lemma is then proved. 
Using the above two lemmas we can show 

Theorem 3.1: Problem {I) has at least one weak so?ution. 

Proof: Introduce the Banach space 

equipped with the norm 

II · llx=ll · llL2 (0,T;H1 (n)) + II · llc..,(Q)' 
where 1 E (0,,8) and ,8 is the Holder exponent in (3.7). Take a convex subset in X: 

X1 = {w EX: wlE1uno = v1} 

and define F : X 1 -+ X1 as follows: For v E X1 let F( v) = ii which is given in 
Lemma 3.2. In virtue of Lemma 3.2, Fis well defined and there is an M > 0 such 
that 

F(X1) c {w E X1 :II w llx:::; M}. 
Take v; E X 1;j = 0, 1 · · ·, satisfyi!fg II v; - Vo llx-+ 0 as j-+ oo. 
Correspondingly, we get u; and v; = F( vj), j = 0, 1, · · ·. 
Just as the derivation of (2.3) and (2.6) we have 

r l'V(u; - ua)l 2 < 0 sup Iv; - val 2 

lnx{t} nx{t} 

sup r lv;-vol 2 + f{Ql'V(v;-vo)l 2 

O<t<T lnx{t} J Jc. 

Hence {vj} converges to v; in L2(0, T; H 1(D,)) for j-+ oo. 
On the other hand, from estimate (3. 7) we see that { vj} is relatively compact in 
0-Y( Q) and so in each subsequence of { Vj} there exists a subsequence converging in 
0-Y(Q). Accounting the convergence of {vj} in L2(0, T; H 1 (D,)) we then obtain 

II vj - Vo llx-+ 0 as j -+ oo, 

9 



which shows that F : Xi --+ X1 is continuous. Analogously, we can verify the 
compactness of F(X1). 

Now applying the Schauder fixed point theorem to F we obtain a function v E X 1 

such that F(v) = v. Furthermore, substituting v into (3.1) we get u. Then (u,v) is 
just a weak solution of problem (I). The proof is completed. 

Remark. From the proofs of Lemmas 3.1 and 3.2 we see that there exist constants 
C > O,a E (0,1) such that for any weak solution (u,v}ofproblem (I), 

II u( ·, t) llca(fi) < C a.e. t E (0, T), 
II V llca(fi) < C. 

4 Smoothness of weak solutions. Classical solu-
tion 

From now on we suppose f\ n f' 2 = 0. 
Lemma 4.1: Let (u,v) be a weak solution of(!). Then there exists an a E (0, 1) 
such that Vu E ca(Q). 

Proof: According to the last remark we have 

II u(·, t) llca(fi) < C a.e. t E (0, T), 
II V llca(fi) < C. 

Thus in virtue of the ci+a - regularity theory of elliptic equations [5] we arrive at 
Vu(·, t) E ca(fi) and 

II Vu(-, t) llca(fl)~ C a.e. t E (0, T). ( 4.1) 

Now we turn to the continuity of u with respect tot. Define 

<Shu(·, t) = u(., t + h) - u(·, t) 0 < h < T, 0 ~ t ~ T - h. 

It is easy to see that for any c.p E V 

[ [A(v)V8hu + 8hB(v)]\7c.p = - f 8hA(v(·, t)) ·Vu(·, t + h)Vcp (4.2) lnx{t} Jn 
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for t E (0, T- h]. Regarding (4.2) as the equation for 8hu and using L 00 
- estimates 

[5] we get 

sup l8hul < C {.sup l8hu1I + sup l8hA(v)I + sup l8hB(v)I} 
nx{t} nx{t} nx{t} nx{t} 

< Ch1i Vt E [O, T - h], h E [O, T]. 

This indicates the Holder continuity of u with respect tot, with exponent ~­
Now the lemma readily follows from an interpolation result given in [6]: 

Proposition: If f(x, t) E C(Q) satisfies 

11 !(·, t) llc=+«(Q) < 01 
II f(x, ·) llc>-([o,T]) < 02 

).4 

then Dr; J(x, ·) E O=+e((O, T]) and 

Vt E [O, T] 
Vx E f2 

II D;'J(x,·) llC=>-+e([O,T])::; 03, 

where constant 0 3 depends only on 0 1 , 02. 
The proof of Lemma 4.1 is then completed. 

(4.3) 

Lemma 4.2: Let (u, v) be a weak solution of (I). Then there exists an a E (0, 1) 
such that \Iv E Ca(Q). 

Proof: As in the proof of Lemma 3.2, we only give the interior estimate. We known 
that v E ea( Q). First we improve the Holder exponent a. For any Q2R C Q split v 
in Q2R as follows: v == V + W, where VE L2 (AR, H 1(BR)), ViaqR == v and 

Jt [w~~ -D(vR)V'W · V'cp] = Jt[(D(v) - D(vR))V'v-vq]. V'cp 
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for all r.p E C0 (QR)· It is known (see [4]) that 

!l, Iv - vpl2 < C (~r
4 ft Iv - vRl2 Vp SR, ( 4.4) 

JlR IW - WRl2 < CR2 UlR ID(v) - D(vR)i21Vvl2 
( 4.5) 

+ Jt lvq'VWI}. 

Taking account of Jt vq· 'VW = - Jt Wq· \lv 

and supQR IWI ~CR'\ lql ~ C we obtain 

lit vq. V'WI S R2a f lR IVvl2 + C R:'+2. (4.6) 

Substituting ( 4.6) into ( 4.5) and using the Cacciopolli inequality 

flR 1Vvl2 S ~2 fl,R Iv - V2Rl2 + CRn+2 

which can be derived. from the equation, we get 

jrf IW-WRl2 ~CR2ajrf jv-v2Rj2+CRn+4. (4.7) 
}QR }Q2R 

From ( 4.4) and ( 4. 7) we see 

Jl, Iv - vpl2 SC [ (~) n+4 + R2"] fl,R Iv -V2Rl2 + CRn+4. (4.8) 

Obviously ( 4.8) holds not on}y for p ~ R, but also for R < p ~ 2R, which implies 
the Cl3-estimate of v, with arbitrary {3 E (0, 1). 
Now turn to the ea-estimate for \l v. Write v = V + W as before, and then (see [ 4]) 

for all p ~ R, 

JlR IVWl2 < {JlR ID(v) - D(vR)i21Vvl2 

+ IJt vq'Vwl} : 

12 
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By the Cacciopolli inequality and the Ot3-estimate of v we have 

(4.11) 

Recalling the derivation of ( 4.6) we can get 

lit vq · vwJ S R Jt IVvl2 + 4~ Jt IW.12 S G Rn+i+2
/3. ( 4.12) 

From ( 4.9) - ( 4.12) it follows that 

f lP IVv - (Vv )pl 2 S G (~) nH JlR IVv - (Vv )nl 2 + G Rn+2+2~ 

where 'Y E (0, ~ ). 
Consequently, the oa-continuity of \lv follows and the lemma is proved. 
From Lemmas 4.1 and 4.2 we immediately obtain the existence of classical solutions 
for problem (I). In fact, let (u,v) be a weak solution, hence \Ju, \lv E Ca(Q). 
Formally, we have 

. A ( v) ~ u + A' ( v) \l v · \l u + B' ( v) \l v 0 

~~ + (q- D'(v)Vv) · Vv - D(v)~v 0. 

By the standard theory on linear equations we get 

u(·, t) E 02+a(fi) Vt E (0, T] 
v E 0 2+a( Q) n oi+a( Q). 

Combining these with Theorem 2.1 we then obtain: 

Theorem 4.1: Problem (I} has a unique classical solution ( u, v), where 

u(·, t) E 02+a(fi) Vt E [O, T] 
v E 0 2+a(Q) n oi+a(Q), Q = Q \ (80 x {O} ); 

in addition, u, \Ju E Ca(Q). 
Since we have set up the Holder continuity of u in t and the uniform 0 2+a_estimate 
of u( ·, t), we claim that the first two order x-derivatiyes of u are Holder continuous 
in t. For the continuity of~~ we have the following: 
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Theorem 4.2: Let (u,v) be the solution of {I). Then u E 02+a(f2 x (0, T]) with 
some a E (0, 1). 

Proof: Recalling ( 4.2) as an equation of 8hu we have 

for T ~ t ~ T - h with 0 < T < T - h, where 

By the L 00-estimate we get 

and so 

sup 1a~u(-, t)I ~ G(r), VO< T ~ t ~ T - h, 
n 

au at E L00 (r, T; H 1(f2)) n L 00 (f2 x ( r, T)) 

for any T > 0. Moreover, we have 

f A(v)\i'aau. \i'cp = - f [A'(v) aav\i'u + B'(v) aav] . \i'cp, 
lnx{t} t lnx{t} t t 

Vcp E HJ(O), t E (0, T]. Now applying the ea-estimate to ~~ we obtain 

I 
au aC t) - ~ G(r), 

t ca.(n) 
0 < T ~ t ~ T. 

As in the proof of Lemma 4.1, we find 

I 
au I a s~p 8 h at (., t) ~ G ( T) h 2 ' 0 < T ~ t ~ T. 

From ( 4.13) - ( 4.14) it follows that 

au -
at E Oa(n x [r, T]). 

for any T > 0, thus completing the proof. 
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Corollary 4.1: If all known data are C 00 -smooth, then the solution (u,v) of (I) is 
also C 00 -smooth. To be more precise, we have 

Dmu x E C(Q), m>O· - ' 
DmDku x t E C(O x (0, T]), m~O, k > 1· - ' 

Dmv x E ca(Q), m= 0,1; 
DmDkv x t E C(Q), m ~ 0, k ~ 0. 

Note that in both Theorems 4.1, 4.2 and Corollary 4.1, the smoothness of higher 
order for u and v is obtained only in f2 x (0, T] or Q, but not on the whol~ Q. As 
a matter of fact, it is easy to see from the proof of Theorem 4.2 that the continuity 
of ~~ depends on the continuity of D;v and ~~. On the other hand, v E C2+a( Q) if 
and only if the following compatibility condition is satisfied: 

8v1 · ot - \7[D(v1)\7v1] -A(v1)\7u + B(v1)] · \7v1 = 0 at r 1 x {O}, (4.15) 

where u is determined by the following boundary value problem 

{ 
\7[A(v1h 0))\7u + B(v1(·, O))] = O 
u1r

1 
= u1(·, 0), [A(v1(·, 0))\7u + B(v1(·, O))] · v1r

2 
= 0. 

m n 
( 4.16) 

Therefore we obtain 

Corollary 4.2: Let (u,v) be the solution of {I) with (u1,v1) satisfying {4-15) and 
{4.16). Then u, v E C2+a(Q). 

5 Large time behavior 
To start with, we define the w-limit set of problem (I) as 

w = {( wi, w 2 ) : there exist a subsequence {tk} 
such that tk--+ oo and lim u(x, tk) = w1(x), 

t1c-+oo 

lim v(x, tk) = w2(x)}, 
t1c-+oo 

where ( u, v) is the solution of (I). 
Since the regularity estimates on f2 x [r, T] are independent of T, {(u(·, t), v(·, t))} 
is relatively corn pact in [ G2+a ( f2 )J2, where t is regarded as a parameter. Hence, 
w C [C2+a(f2)]2 is non-empty. 
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In this section we assume 

lim u1(x, t) = u0 (x) 
t-+oo 

lim v1(x, t) = vo(x) 
t-+oo 

uniformly for x E r 1 , and then we have 

Theorem 5.1: All of the functions in w are the steady solutions of problem {I}, i.e. 
for any (u, ii) E w we have 

V[A(ii)Vu + B(ii] = 0 

(Jo) 
V[D(ii)Vii +ii( A( ii) Vu+ B(ii))] = o 
ulr1 = uo, [A( ii) Vu+ B(ii] · v1r

2 
= 0 

vlr1 = vo, [D(ii)Vii +ii( A( ii) Vu+ B(ii))] · v1r
2 

= 0 

. Proof: Let ( u, ii) E w such that 

u(·, tk) -+ u, v(·, tk) -+ii 

in the sense of c2+a( Q) as tk -+ oo. From now on we simply write 

Thus we have 

u(t) = u(·,t), v(t) = v(·,t). 

V · [A(v(t))Vu(t) + B(v(t))] = 0 
V · [A(v(tk))Vu(tk) + B(v(tk))] = 0. 

in n 
in n 

(5.1) 
(5.2) 

Subtracting (5.2) from (5.1), multiplying by u(t) - u(tk), and integrating over n we 
get 

lo IV'(u(t) - u(tk))l 2 ~ C {lo lv(t) - v(tk)l 2 + £, lu(t) - u(tk)I}. (5.3) 

We also get in a similar way 

16 



where r > tk. From (5.3) and (5.4) it follows that 

Applying the Gronwall inequality yields 

for tk ~ t ~ r. Fix r = tk + 2 and then from (5.6) we see that for any tk ~ t ~ tk + 2 

v(t) ---+ v as tk ---+ oo. 

Furthermore, from (5.3) and (5.5) we find 

Vu(t)---+ Vu, Vv(t)---+ Vv. 

Now for any cp E V and p(t) E CJ((O, 2)) satisfying · 

f p(t) = 1, f p'(t) = 0 

we have 

J, t1c+2 f 8v(t) cpp(t - tk) - -J,t11+2 f cpv(t)p'(t - tk) 
t1c Jn at t1c Jn 

- - {1/(s)<pv(tk + s) 
--+ ..:. fo2 

p'(s) ln <pV = 0 as tk--+ oo. 

On the other hand, 

J, t1c+
2 
f \7 · [v(t)q(t)- D(v(t))Vv(t)]cpp(t- tk) 

t,. Jn 
= - { p(s) fnlv(tk + s)q(tk + s) - D(v(tk + s))Vv(tk + s)J · V<p 

---+ - fn[vq - D(v)Vv] · cp as tk---+ oo. 
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Thus we arrive at 

fn[n(v)\lv + v(A(v)\lu + B(v))]. \lcp = o Vcp E v. 
From this it immediately follows that 

\l[D(v)\lv + v(A(v)\lu + B(v))] = o m n. 
Finally, letting t1i: -+ oo in (5.2), we then obtain 

v. [A(v)\lu + B(v)] = o. 
As for the boundary conditions, they are obviously satisfied. Thus the theorem is 
proved. 
By imposing more conditions on the structure of the system or the boundary data, 
we can prove 

Theorem 5.2: Assume that one of the following conditions is satisfied 

{i) : Vo = canst, or 

{ii) : A(v) =Ao, D(v) =Do and 

Colnl~(M - m) max IB'(s)jD01 < 1, 
m$.,$M . 

where 0 0 is an absolute constant, M = maxr1 v0 , m = minr1 v0 • Then the solution 
of problem ( 10 ) is unique, and consequently, the solution of {l) converges to the 
solution of (lo) in the sense of C2+o.(fi) as t-+ oo. 

Proof: If condition (ii) is satisfied, it needs only to check the proof of Theorem 2.1. 
If condition (i) is satisfied, constant v0 is the unique solution to 

{ 
\l[D(v)\lv] + [A(v)\lu + B(v)]. \lv = o 

Vlr1 =Vo, \liJ. Vlr2 = Q 

and thus the solution to 

is umque. 

\l · [A(vo)\lu] + B(vo)] = 0 
[A(vo)\lu + B(vo)] · v1r

2 
= 0 

18 



Remark: In general, condition (ii) in Theorem 5.2 is necessary for the uniqueness 
of problem (10 ). In the case of thermo-convection in porous media this condition is 
called the small Rayleigh number condition ( cf. [3]). 
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