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Abstract

A mathematical model for the case hardening of steel is presented. Carbon is dissolved
in the surface layer of a low-carbon steel part at a temperature sufficient to render the
steel austenitic, followed by quenching to form a martensitic microstructure. The model
consists of a nonlinear evolution equation for the temperature, coupled with a nonlinear
evolution equation for the carbon concentration, both coupled with two ordinary differential
equations to describe the evolution of phase fractions. We investigate questions of existence
and uniqueness of a solution and finally present some numerical simulations.

1 Introduction

The goal of case hardening is to create a workpiece surface which is resistant to external stresses
and abrasion, while its case is still ductile in order to reduce fatigue effects. The process will
be explained in detail in the next section. It exploits the solid-solid phase transitions occurring
during thermal treatment of steel and requires a certain amount of carbon in the layer to be
hardened. Accordingly, the first stage of case hardening is a carburization step during which the
outer workpiece layer is enriched by carbon. The second stage is a quenching step during which
a hard and wear resistant boundary layer is achieved. Sometimes, before quenching a period of
slow diffusion is allowed. The goal of this paper is to derive and analyze a mathematical model
capable to describe the complete process of case hardening.
Concerning case hardening there is mostly engineering literature available (see [14, 15] and the
references therein). Carburization and quenching are usually considered and studied separately.
There are papers concerning only the carburization (see, for example [4]) and others regarding
the quenching of carburized steel (see [17], [21]). Generally, in all of the engineering papers,
a lot of attention is spent to determine the process and material parameters; nevertheless the
question of finding a consistent and exhaustive database for all the parameters occurring in the
whole process seems to be still open. There is a vast literature, for instance, about the diffusion
coefficient of carbon in iron, (see [22] and references therein), but much less for the heat transfer
coefficient during quenching. Mathematical models for phase transitions in steel and in their
applications to heat treatments like induction hardening, have been developed and analyzed,
e.g., in [6], [9], [10], [12], [25]. The model for the phase fraction evolutions in the present paper,
follows the one proposed in [9].
The main novelty of this paper is the derivation and analysis of a mathematical model for the
complete case hardening process, accounting for the coupling of temperature, phase transitions
and carbon diffusion. This allows to evaluate the effect of additional diffusion of carbon prior
to quenching, which could affect the final result (see [23]). Thus, from application point of
view, a more accurate model might lead to a more efficient process guidance and reduced energy
consumption.
The paper is organized as follows: in the next section we will derive the model. In Section 3 we
present notations and assumptions. In Section 4-5 we will prove existence and uniqueness of a
weak solution. Section 6 is devoted to numerical simulations; then, in Section 7, we collect our
final considerations and remarks.
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2 The mathematical model

To fix ideas we first give a sketch of the gas carburizing process. Nowadays high-technology
industry employs mostly low-carbon steels, with a carbon content around 0.2%. For this reason
the enrichment of carbon in a superficial layer of the workpiece may be necessary to make it
resistant to fatigue. The source of carbon is a carbon-rich furnace atmosphere produced from
many gaseous components, through several chemical reactions (see [23] for technical details).
The workpiece is kept in the furnace until the desired amount of carbon is diffused. After car-
burization the second stage is quenching, a rapid cooling which can be performed by immersion
in oil or water.
In the boundary layer which has been enriched by carbon, the rapid cooling leads to the growth
of martensite eventually yielding the desired hard and wear resistant layer or case, which ex-
plains why this heat treatment is called case hardening.

Figure 1: Equilibrium diagram of the system iron-carbon (right) as limit of the CCT-diagram
with infinite low cooling rate.

The kinetics of the phase change can be briefly described as follows. Depending on temperature,
two different lattice structures can occur: a body-centered-cubic (b.c.c.) and a face-centered-
cubic (f.c.c) lattice. Above a certain temperature As steel is in the austenitic phase, a solid
solution of carbon in f.c.c. iron. Below As this lattice is no longer stable. But before the lattice
can change its configuration to form a b.c.c structure, carbon atoms have to diffuse, due to the
higher solubility of carbon in the f.c.c lattice. The result is pearlite, a lamellar aggregate of
ferrite and cementite, soft and ductile. Upon high cooling rate carbon has no time to diffuse
and is trapped, forming a tetragonally distorted b.c.c. lattice, called martensite. Note that,
depending on the cooling history and the carbon concentration, also two other phases, ferrite
and bainite, can occur.
The transformation diagrams of interest for the modelling of the phase fractions evolution (see
equations 2.1a,b below), during the cooling process, are called indeed continuous cooling trans-
formation (CCT) diagrams and describe the transformation of austenite as a function of time
for a continuously decreasing temperature. For istance, in the left-hand side of Figure 1, the
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Figure 2: Three-dimensional presentation of the transformation charateristic of a 14NiCr14 steel,
for continuous cooling, after austenization at 1023◦K (Symbols: ZW bainite, M martensite, P
pearlite, F ferrite).

CCT diagram for the steel AISI 1045 is shown. In other words a sample is austenitized and
then cooled at a predetermined rate and the degree of transformation is measured, for example
by dilatometry. The start of transformation is defined as the temperature at which 1% of the
new microstucture has formed. The transformation is completed when only 1% of the original
austenite is left.
In carburized steels the process is strongly influenced by the carbon content, which varies from
the carbon-enriched superficial layer to the core. Thus, it cannot be described by only one
continuous-cooling-transformation diagram. Figure 2 shows a continuous cooling diagram de-
scribing, for a given austenitizing condition, the transformation at all carbon levels in a carbur-
ized specimen. The cross sections for fixed carbon percentages give CCT diagrams of the type of
the one plotted in Figure 1 on the left. This figure also shows that, with infintely-slow cooling,
the CCT diagram is identical with the equilibrium diagram for the chemical composition of the
steel. To avoid unnecessary technicalities for the modelling, we assume that the cooling takes
place from the high temperature phase austenite with phase fraction a to two different product
phases, pearlite with fraction p and martensite with fraction m. A more elaborate model ac-
counting for all the phases occurring during the heat treatment of steel can be found in [12].
The evolution of the phases p and m can be described by the following system:

ṗ = (1 − p−m)g1(θ, c) (2.1a)

ṁ = [min{m(θ, c); 1 − p} −m]+g2(θ, c) (2.1b)

p(0) = 0 (2.1c)

m(0) = 0 (2.1d)
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Figure 3: Level curves of function m(θ, c).

where c is the concentration of carbon. Here the bracket [ ]+ denotes the positive part function
[x]+ = max{x, 0} and the dot means the derivative with respect to t. While the growth rate
of pearlite ṗ is assumed to be proportional to the remaining austenite fraction, the rate of
martensite growth ṁ is zero if m exceeds either the non-perlitic fraction 1− p, or the threshold
m depending on both temperature and carbon concentration. Indeed martensite is produced at
temperatures less than a value Ms but complete transformation to martensite can be obtained
only below some other temperature threshold Mf . Both these temperatures depend on the local
value of carbon concentration. The quantity m(θ, c) represents the maximum attainable value
of martensite fraction and can be defined as:

m(θ, c) =

{

0 θ > Ms(c)
1 θ < Mf (c)

and by interpolation for intermediate temperatures. Since there is no phase transition from
pearlite to martensite, the term min{m(θ, c); 1 − p} represents the maximal fraction of marten-
site that can be reached at time t.
The functions g1 and g2 are positive given functions that can be identified from the time-
temperature-transformation diagrams described before. The process of carbon diffusion is gov-
erned by the following nonlinear parabolic equation:

∂c

∂t
− div((1 − p−m)D(θ, c)∇c) = 0.

The factor (1−p−m) in front of the diffusion coefficient D(θ, c) reflects the fact that enrichment
with carbon only takes place in the austenite phase. The difference in carbon potential between
the surface and the workpiece provides the driving force for carbon diffusion into the piece.
The carbon potential of the furnace atmosphere must be greater than the carbon potential of
the surface of the workpiece for carburizing to occur. Hence we have the following boundary
condition:

−(1 − p−m)D(θ, c)
∂c

∂ν
= β(c− cp)

where β, the mass transfer coefficient, controls the rate at which carbon is absorbed by the steel
during carburizing and cp is the carbon concentration in the furnace, usually named carbon
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potential of the gas. ∂c
∂ν denotes the outward normal derivative. The evolution of temperature

during the entire process is described by the following nonlinear problem

ρα(θ)
∂θ

∂t
− div

(

k∇θ
)

= ρLp(θ)ṗ+ ρLm(θ)ṁ

−k
∂θ

∂ν
= h(θ − θΓ)

θ(x, 0) = θ0.

Here ρ is the mass density, α the specific heat, k the heat conductivity of the material. Lp and
Lm denote latent heats of the austenite-pearlite and the austenite-martensite phase changes,
respectively. θΓ is the temperature of the coolant and θ0(x) is the temperature at the beginning
of the process. For simplicity ρ and k are taken constant.
In the technical process, we have three different time stages:

• Stage 1: carburization in a furnace, hence β 6= 0 and h = 0.

• Stage 2: diffusion period, with β = 0 and h 6= 0, serving as a linearized radiation law.

• Stage 3: quenching with β = 0 and h 6= 0.

From the mathematical point of view, without loss of generality, we will assume that β and h are
time independent functions. Then, the mathematical result to be formulated in the following
section can be applied subsequently to the three process stages, covering the complete case
hardening process.

3 Assumptions and main result

Let Ω ⊂ R
3 be an open bounded set with C2-boundary ∂Ω and QT := Ω × (0, T ) the corre-

sponding time cylinder. We use the following notations for function spaces:

• W 1,∞(0, T ;L∞(Ω)) = { v ∈ L∞(0, T ;L∞(Ω)) : vt ∈ L∞(0, T ;L∞(Ω)) }.

• W r,s
p (QT ) = Lp(0, T ;W r

p (Ω)) ∩W s
p (0, T ;Lp(Ω)).

For p = 2 we write W r,s
p (QT ) = Hr,s(QT ).

• We denote by V the space H1(Ω) and by V ∗ the space (H1(Ω))∗.
W (0, T ) = { v ∈ L2(0, T ;V ) : vt ∈ L2(0, T ;V ∗) }, endowed with the norm

‖v‖W (0,T ) =
(

T
∫

0

(‖v(t)‖2
V + ‖v′(t)‖2

V ∗)dt
)

1
2
.

Throughout the paper we will use the following assumptions:

(A1) ρ and k are positive constants.

(A2) α ∈ C(R). Lp, Lm ∈ L∞(R) and they are Lipschitz-continuous.

(A3) θΓ is a positive constant. h ∈ L∞(∂Ω) with h(x) ≥ 0 a.e. in ∂Ω. We assume that
θ0 ∈ H1(Ω) and c0 ∈ L2(Ω).

(A4) g1, g2 are Lipschitz-continuous in both variables, moreover there are positive constants
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γ1, γ2 such that 0 ≤ g1(θ, c) ≤ γ1, 0 ≤ g2(θ, c) ≤ γ2, ∀ θ, c ∈ R.

(A5) m is Lipschitz-continuous satisfying m(θ, c) ∈ [0, 1] for every θ, c ∈ R.

(A6) D(θ, c) is Lipschitz in both arguments and there are costants γ3, γ4 such that 0 < γ3 ≤
D(θ, c) ≤ γ4, ∀θ, c ∈ R.

(A7) cp is a positive constant. β ∈ L∞(∂Ω) with β ≥ 0 a.e. in ∂Ω.

Summarizing the model equations of Section 2, we consider the following boundary value prob-
lem:

ρα(θ)
∂θ

∂t
− div

(

k∇θ
)

= ρLp(θ)pt + ρLm(θ)mt in QT (3.1a)

∂c

∂t
− div((1 − p−m)D(θ, c)∇c) = 0 in QT (3.1b)

pt = (1 − p−m)g1(θ, c) in QT (3.1c)

mt = [min{m(θ, c); 1 − p} −m]+g2(θ, c) in QT (3.1d)

−k
∂θ

∂ν
= h(θ − θΓ) on ∂Ω × (0, T ) (3.1e)

−(1 − p−m)D(θ, c)
∂c

∂ν
= β(c− cp) on ∂Ω × (0, T ) (3.1f)

θ(x, 0) = θ0 in Ω (3.1g)

c(x, 0) = c0 in Ω (3.1h)

p(0) = 0 in Ω (3.1i)

m(0) = 0 in Ω. (3.1j)

We are going to prove that, under the hypothesis above, the considered problem has a weak
solution.

Theorem 3.1 (Existence of a weak solution). Assume (A1)-(A7), then there exists a weak solu-
tion (θ, c, p,m) to problem (3.1a-j) such that θ ∈ H2,1(QT ), c ∈W (0, T ), p,m ∈W 1,∞(0, T ;L∞(Ω)),
i = 1, 2.

With slightly stronger assumptions on the data, we can also prove uniqueness.

Theorem 3.2 (Uniqueness). Suppose that (A1)-(A7) are satisfied. Assume moreover that α is
constant, D = D(θ), h, β ∈W 1

5 (∂Ω), θ0, c0 ∈W 2
5 (Ω). Then the solution to (3.1a-j) is unique.

Remark 1. The regularity assumptions on the boundary and initial values in the uniqueness
theorem could be weakened; to avoid unnecessary technicalities we assumed θΓ and cp to be
constants, but they could be in fact functions of space and time.

4 Proof of Theorem 3.1

The proof is carried out using a nested fixed point argument. We divide the proof in three
steps. The first is a preliminary lemma concerning the ODE system (3.1c,d) only, for θ and c
prescribed. The second step is the coupling of the ODE system and the temperature equation,
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which gives a solution p,m, θ depending on c and the third is the further coupling with the
equation for c.
We begin with considering the initial value problem

zt = f(z, θ, c) in QT (4.1a)

z(0) = 0 in Ω (4.1b)

where z = (p,m)T and f = (f1, f2)
T denotes the right-hand side of (3.1c,d).

Lemma 4.1. Under the assumption (A4),(A5) the following statements are valid:

(a) For every θ, c ∈ L2(QT ) problem (4.1a)-(4.1b) has a unique solution z such that p ≥ 0,m ≥
0 and

‖|z|‖W 1,∞(0,T ;L∞(Ω)) ≤M

for a constant M independent from θ and c. Moreover, there exists a constant cT such
that

0 ≤ p(x, t) +m(x, t) ≤ cT < 1 for a.e. (x,t) in QT .

(b) There are constants M1 ,M2 > 0 such that for every θ1, θ2, c1, c2 ∈ Lp(QT ), for almost all
t ∈ (0, T ) and all p ≥ 2 we have

‖|z1(t) − z2(t)|‖
p
W 1,p(Ω)

≤M1

t
∫

0

‖θ1 − θ2‖
p
Lp(Ω)ds +M2

t
∫

0

‖c1 − c2‖
p
Lp(Ω)ds (4.2)

where pi,mi is the solution corresponding to (θi, ci), and | · | is the Euclidean norm in R
2.

Proof of Lemma 4.1. In order to prove (a) it is convenient to rewrite problem (4.1a,b) as:

zt = F (z, t) in (0, T ) (4.3a)

z(0) = 0 (4.3b)

with F (z, ·) = f(z, θ(·), c(·)).
First of all we are going to show that the hypothesis of the existence theorem of Carathéodory
are satisfied:
(i)

t 7→ F (z, t) is measurable on (0, T ) for each z ∈ [0, 1] × [0, 1];

z 7→ F (z, t) is continuous on [0, 1] × [0, 1] for almost all t ∈ (0, T ).

These conditions follow from the definition of F as a consequence of the measurability of θ and
c on (0, T ) and of the fact that g1(θ, c), g2(θ, c) are Lipschitz continuous in both variables.
(ii) Using assumption (A4),(A5) we have

|Fi(z, t)| ≤ (1 + |p| + |m|)γi ≤ 3γi for i = 1, 2 on [0, 1] × [0, 1] × (0, T ).

According to Carathéodory Theorem (cf, eg., [26], p.1044) (4.3a,b) has a solution on some time
interval (0, T+).
Next we are going to show that the solution is unique. To this end we have to prove that

|F (z1, t) − F (z2, t)| ≤ L|z1 − z2| ∀(z1, t), (z1, t) ∈ [0, 1] × [0, 1] × (0, T ). (4.4)
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Indeed, according to the definition of F :

|F (z1, t) − F (z2, t)|
2 = |(1 − p1 −m1)g1(t) − (1 − p2 −m2)g1(t)|

2

+
∣

∣[min{m(t); 1 − p1} −m1]+g2(t) − [min{m(t); 1 − p2} −m2]+g2(t)
∣

∣

2
.

Thanks to the boundedness of g1 and g2, we obtain
|(1 − p1 −m1)g1(t) − (1 − p2 −m2)g1(t)| ≤ γ1(|p1 − p2| + |m2 −m1|)
and

|[min{m(t); 1 − p1} −m1]+g2(t) − [min{m(t); 1 − p2} −m2]+g2(t)|

≤ γ2|min{m(t); 1 − p1} −m1 − min{m(t); 1 − p2} +m2|.

We shall now distinguish some cases.
If either min{m(t); 1 − pi} = 1 − pi or min{m(t); 1 − pi} = m(t), for i = 1, 2, (4.4) immediately
follows.
If min{m(t); 1−p1} = 1−p1 and min{m(t); 1−p2} = m(t) (the same holds for inverted indices),
we have

γ2|min{m(t); 1 − p1} −m1 − min{m(t); 1 − p2} +m2|

≤ γ2(|m1 −m2| + |1 − p1 −m(t)|) ≤ γ2

(

|m1 −m2| + |p1 − p2|
)

. (4.5)

Thus, there exists a positive constant L such that

|F (z1, t) − F (z2, t)| ≤ L|z1 − z2|.

Hence we have proved uniqueness of z on (0, T+).
Now, we define Tǫ as the maximal time such that the solution to (4.3a,b) exists and Z < 1 − ǫ
on (0, Tǫ), where Z = p+m.
The last step in order to prove point (a) of the lemma is to show that for any T > 0 there exists
an ǫ such that |Z| ≤ 1 − ǫ in [0, T ].
This will be done by means of a classical comparison criterium for ODE (see for instance [16],
Chap.I, Prop. 3.1).

Z = p+m satisfies, on [0, Tǫ):

Ż(t) = (1 − Z(t))g1(t) + [min{m(t); 1 − p(t)} −m(t)]+g2(t)

≤ g(t, Z(t)) := (1 − Z(t))(g1(t) + g2(t)),

Z(0) = 0.

Now, if we consider on [0, T ] the auxiliary problem:

V̇ (t) = (1 − V (t))(g1(t) + g2(t)) = g(t, V (t))

V (0) = 0

the solution is given by

V (t) = 1 − e−
R t
0 (g1+g2)(s)ds ∀ t ∈ [0, T ]

and we immediately have that there exists a constant CT > 0 such that:

0 ≤ V (t) ≤ CT < 1 on [0, T ).

Notice that g(t, V (t)) = (1 − V (t))(g1(t) + g2(t)) is Lipschitz continuous on [0, T ) with respect
to V .
Thus, choosing ǫ = 1 −CT , we have

Z(t) ≤ V (t) ≤ 1 − ǫ on [0, T ].
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Since Tǫ was chosen maximally such that Z(t) ≤ 1 − ǫ on [0, Tǫ], it follows that Tǫ ≥ T .

(b) Let us consider again the equation zt = f(z, θ, c). Let zi be the solution to (4.1a,b), cor-
responding to θi, ci, i = 1, 2. Denoting z = z1 − z2, subtracting the equations and taking the
scalar product with the function |z|p−2z, we obtain:

1

p

∫

Ω

|z(t)|pdx =

t
∫

0

∫

Ω

(

f(z1, θ1, c1) − f(z1, θ2, c2)
)

· z|z|p−2dxds. (4.6)

Invoking (A4), f is Lipschitz-continuous in all variables, thus, proceeding from (4.6), the con-
clusion follows through standard application of Young’s inequality and Gronwall lemma. The
proof is thus completed.

Next, we define

B(θ, c) := ρLp(θ)ṗ + ρLm(θ)ṁ, (4.7)

where (p,m) depends on θ, c as characterized by the previous lemma.

Lemma 4.2. Suppose that (A2),(A4) hold. Then the operator B defined by (4.7) has the
following properties

(a) There exists a constant B̄ independent of θ, c such that, for all θ ∈ L2(QT ), c ∈ L2(QT )

‖B(θ, c)‖L∞(QT ) ≤ B̄.

(b) Given c ∈ L2(QT ), let θk ⊂ L2(QT ) be any sequence converging strongly in L2(QT ) to
θ ∈ L2(QT ). Then for every p ∈ [1,∞), we have

B(θk, c) → B(θ, c) strongly in Lp(QT ). (4.8)

(c) There are constants K1,K2 > 0 such that for all θ1, θ2, c1, c2 ∈ L2(R × R) and for almost
all x ∈ Ω and every t ∈ (0, T )

t
∫

0

∣

∣B(θ1(x, s), c1(x, s)) −B(θ2(x, s), c2(x, s))
∣

∣

2
ds

≤ K1

t
∫

0

|θ1(x, s) − θ2(x, s)|
2 ds+K2

t
∫

0

|c1(x, s) − c2(x, s)|
2ds.

Proof of Lemma 4.2. (a) follows directly from assumptions (A2),(A4),(A5) and Lemma 4.1 (a).
(b) We have

ṗθ,c = (1 − p−m)g1(θ, c) (4.9)

ṁθ,c = [min{m(θ, c); 1 − p} −m]+g2(θ, c). (4.10)

Let x ∈ Ω \ N , with N ⊂ Ω of zero measure and consider z = (p,m). By Lemma 4.1 (a),
‖ zθk

‖W 1,∞(0,T ;L∞(Ω))≤ M ∀k, thus ‖ zθk
‖W 1,p(0,T ;L∞(Ω))≤ M ∀k, ∀p < ∞. Thus, there exists

a subsequence, {θk′}, and some ẑ such that

zθk′
(x, ·) → ẑ(x, ·) weakly − star in W 1,∞(0, T ).
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Thus, we have

żθk′
(x, ·) → ˙̂z(x, ·) weakly in Lp(0, T ) ∀p <∞, (4.11)

zθ′k(x, ·) → ẑ(x, ·) strongly in C[0, T ]. (4.12)

Since the solution to (4.14d,e) is unique we have ẑ(x, ·) = zθ(x, ·) and the convergence holds
for the whole sequence, hence we can conclude that zθk

(x, t) → zθ(x, t) pointwise in Q. Since
θk → θ strongly in L2(QT ), using assumption (A4), possibly extracting a subsequence, we have

ρLp(θk′)ṗθk′,c
+ ρLm(θk′)ṁθk′,c

→ ρLp(θ)ṗθ + ρLm(θ)ṁθ a.e in QT . (4.13)

But, applying Lebesgue theorem, we get

B(θk′ , c) → B(θ, c) strongly in Lp(QT ).

Since the limit does not depend on the extracted subsequence the convergence holds for the
whole sequence {θk}, hence we obtain (4.8).
(c) follows directly from assumption (A2) and Lemma 4.1 (b).

Lemma 4.3. Let ĉ ∈ L2(0, T ;L2(Ω)). There exists a unique θ(ĉ) ∈ H2,1(QT ) and a unique
z(ĉ) = (p(ĉ),m(ĉ)) ∈W 1,∞(0, T ;L∞(Ω)) ×W 1,∞(0, T ;L∞(Ω)), satisfying

ρα(θ)
∂θ

∂t
− div

(

k∇θ
)

= B(θ, ĉ) in QT (4.14a)

−k
∂θ

∂ν
= h(θ − θΓ) on ∂Ω × (0, T ) (4.14b)

θ(x, 0) = θ0 in Ω (4.14c)

zt = f(z, θ, ĉ) in QT (4.14d)

z(0) = 0 in Ω. (4.14e)

where f is defined as in (4.1a). Moreover, there exist λ1, λ2 > 0 such that

‖θ1 − θ2‖
2
L2(0,t;L2(Ω)) ≤ λ1

t
∫

0

‖ĉ1 − ĉ2‖
2
L2(0,s;L2(Ω))ds (4.15)

and

‖|z1 − z2|‖
2
L2(0,t;L2(Ω)) ≤ λ2

t
∫

0

‖ ĉ1 − ĉ2 ‖2
L2(0,s;L2(Ω)) ds, (4.16)

where (θi, ci) is the solution corresponding to ĉi, i = 1, 2.

Proof of Lemma 4.3. Existence. We introduce the operator

P : L2(QT ) → L2(QT ),

θ = P θ̂,

by demanding θ to be the solution of the linear parabolic problem

ρα(θ̂)
∂θ

∂t
− k△θ = B(θ̂, ĉ) in QT (4.17a)

−k
∂θ

∂ν
= h(θ − θΓ) on ∂Ω × (0, T ) (4.17b)

θ(x, 0) = θ0 in Ω. (4.17c)
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According to classical results about parabolic equations, problem (4.17a-c) has a unique strong
solution θ ∈ H2,1(QT ) (see, for instance, [18]), therefore the operator P is well-defined.

Moreover, thanks to Lemma 4.2 (a), there exists a constant M > 0, independent of θ̂, such that:

‖θ‖H2,1(QT ) ≤M. (4.18)

We shall now show the continuity of the operator P .
Let θ̂n ⊂ L2(QT ) with θ̂n → θ̂ strongly in L2(QT ). Defining θn = P θ̂n, in view of (4.18),
‖θn‖H2,1(QT ) ≤M . Thus, we can find a sub-sequence θ̂n′ such that

θn′ → θ weakly in H2,1(QT ), strongly in L2(QT ), (4.19a)

θn′ → θ a.e. in QT . (4.19b)

Testing (4.17a) by φ ∈ L2(0, t;H1(Ω)), we get

t
∫

0

∫

Ω

ρα(θ̂n′)θn′,s φdx ds + k

t
∫

0

∫

Ω

∇θn′∇φdx ds

+

t
∫

0

∫

∂Ω

h(σ)(θn′ − θΓ)φdσ ds −

t
∫

0

∫

Ω

B(θ̂n′, ĉ)φdx ds = 0. (4.20)

By means of (4.19a,b) we can pass to the limit in last three terms of (4.20). We can break the
first term in two terms

ρ

t
∫

0

∫

Ω

α(θ̂n′)θn′,sφdx ds = ρ

t
∫

0

∫

Ω

α(θ̂n′)(θn′,s − θs)φdx ds + ρ

t
∫

0

∫

Ω

α(θ̂n′)θsφdx ds.

Thanks to the continuity of α, we have that

α(θ̂n′)φ→ α(θ̂)φ a.e. in QT

thus, using Lebesgue theorem, ρα(θ̂n′)φ → ρα(θ̂)φ strongly in L2(QT ) while θn′,s → θs weakly

in L2(QT ). Thus,
t
∫

0

∫

Ω

α(θ̂n′)(θn′,s − θs)φdx ds → 0 and

ρ

t
∫

0

∫

Ω

α(θ̂n′)θn′,sφdx ds → ρ

t
∫

0

∫

Ω

α(θ̂)θsφdx ds.

Hence we have obtained

ρ

t
∫

0

∫

Ω

α(θ̂)θsφdx ds + k

t
∫

0

∫

Ω

∇θ∇φdx ds

+

t
∫

0

∫

∂Ω

h(σ)(θ − θΓ)φdσ ds −

t
∫

0

∫

Ω

B(θ̂, ĉ)φdx ds = 0.

As the solution to the parabolic problem (4.17a-c) is unique, we have

θ = P θ̂ a.e. in QT
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and, since the limit does not depend on the extracted sub-sequence, it follows that

P θ̂n → P θ̂

weakly in H2,1(QT ) and strongly in L2(QT ).

Now, let
K := {u ∈ L2(QT ) :‖ u ‖H2,1(QT )≤M}.

K is non-empty, convex, closed and relatively compact subset of L2(QT ) and F : K ⊂ L2(QT ) →
K is a continuous mapping. By Schauder fixed point theorem, there exists a fixed point of the
mapping F , i.e. there exists a weak solution θ ∈ H2,1(QT ) to (3.1a,e,f).

Uniqueness and stability. Let

J(θ) :=

θ
∫

0

ρα(ξ)dξ. (4.21)

Integration of (3.1a) with respect to time leads to

t
∫

0

B(θ, c)(x, s)ds = J(θ(x, t)) − J(θ0(x)) − k∆

t
∫

0

θ(x, s)ds. (4.22)

Now, let θ1, θ2 ∈ H2,1(QT ) be solutions to (3.1a,e,g) corresponding to ĉ1, ĉ2 respectively. In-
serting these solutions into (4.22), subtracting both equations, and testing by θ := θ1 − θ2, we
find

t
∫

0

∫

Ω

(

s
∫

0

B(θ1(x, ξ), ĉ1(x, ξ)) −B(θ2(x, ξ), ĉ2(x, ξ))dξ
)

θ(x, s)dx ds

=

t
∫

0

∫

Ω

[J(θ1(x, s)) − J(θ2(x, s))]θ(x, s)dx ds + k

t
∫

0

∫

Ω

∇
(

s
∫

0

θ(x, ξ)dξ
)

∇θ(x, s)dx ds

+

t
∫

0

∫

∂Ω

(

s
∫

0

h(σ)θ(σ, ξ)dξ
)

θ(σ, s)dσ ds. (4.23)

Concerning the last term we can see that

t
∫

0

∫

∂Ω

(

s
∫

0

h(σ)θ(σ, ξ)dξ
)

θ(σ, s)dσ ds =

t
∫

0

∫

∂Ω

h(σ)
(

s
∫

0

θ(σ, ξ) dξ
)

θ(σ, s) dσds

=
1

2

t
∫

0

∫

∂Ω

h(σ)
d

ds

(

s
∫

0

θ(σ, ξ) dξ
)2
dσds =

1

2

∫

∂Ω

h(σ)
(

t
∫

0

θ(σ, s)ds
)2
dσ.
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Thus, from (4.23) we get:

t
∫

0

∫

Ω

(

s
∫

0

B(θ1(x, ξ), ĉ1(x, ξ)) −B(θ2(x, ξ), ĉ2(x, ξ))(x, ξ))dξ
)

θ(x, s)dx ds

≥ ηρ

t
∫

0

∫

Ω

θ2(x, s)dx ds +
k

2

∫

Ω

∣

∣

∣
∇

t
∫

0

θ(x, s)ds
∣

∣

∣

2
dx

+
1

2

∫

∂Ω

h(σ)
(

t
∫

0

θ(σ, s)ds
)2
dσ ≥ ηρ

t
∫

0

∫

Ω

θ2(x, s)dx ds .

Using Holder’s and Young’s inequalities and Lemma 4.1 (c) it follows that

∣

∣

∣

∣

∣

∣

t
∫

0

∫

Ω

(

s
∫

0

B(θ1(x, ξ), ĉ1(x, ξ)) −B(θ2(x, ξ), ĉ2(x, ξ))dξ
)

θ(x, s)dx ds

∣

∣

∣

∣

∣

∣

≤
1

4δ

t
∫

0

∫

Ω

(

s
∫

0

B(θ1(x, ξ), ĉ1(x, ξ)) −B(θ2(x, ξ), ĉ2(x, ξ))dξ
)2
dx ds

+ δ

t
∫

0

‖θ(x, s)‖2
L2(Ω) ds

≤
T

4δ

t
∫

0

∫

Ω

s
∫

0

(

K1|θ1(x, ξ) − θ2(x, ξ)|
2 + K2|ĉ1(x, ξ) − ĉ2(x, ξ)|

2
)

dξdx ds

+ δ

t
∫

0

‖θ(x, s)‖2
L2(Ω) ds

≤
CT

4δ

t
∫

0

‖θ‖2
L2(0,s;L2(Ω)) ds +

CT

4δ

t
∫

0

‖c‖2
L2(0,s;L2(Ω)) ds + δ

t
∫

0

‖θ(x, s)‖2
L2(Ω) ds.

Thus, we have

ηρ

t
∫

0

∫

Ω

θ2(x, s)dx ds ≤
CT

4δ

t
∫

0

‖θ‖2
L2(0,s;L2(Ω))ds

+
CT

4δ

t
∫

0

‖c‖2
L2(0,s;L2(Ω)) ds+ δ

t
∫

0

‖θ(x, s)‖2
L2(Ω) ds.

Choosing δ > 0 such that ηρ− δ > 0 we have:

‖ θ ‖2
L2(0,t;L2(Ω))≤ α

t
∫

0

‖θ‖2
L2(0,s;L2(Ω))ds + β

t
∫

0

‖c‖2
L2(0,s;L2(Ω))ds

with constants α , β > 0.
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Hence, applying Gronwall lemma, we find a constant C1 such that

‖θ1 − θ2‖
2
L2(0,t;L2(Ω)) ≤ C1

t
∫

0

‖ĉ1(s) − ĉ2(s)‖
2
L2(0,s;L2(Ω))ds. (4.24)

Inequality (4.16) follows immediately from Lemma 4.1 (b) and estimate (4.15). The proof of
Lemma 4.3 is thus completed.

Now, we are in a position to proof Theorem 3.1.
Let us denote

µ(θ, c) := (1 − p−m)D(θ, c).

We note that, in view of (A6) and Lemma 4.1 (b), µ is Lipschitz-continuous with respect to θ
and c.
We define an operator

T : L2(QT ) −→ L2(QT ),

T ĉ = c, (4.25)

by demanding c to be the solution of the parabolic problem

∂c

∂t
− div(µĉ∇c) = 0 in QT (4.26a)

−µĉ
∂c

∂ν
= β(c − cp) on ∂Ω × (0, T ) (4.26b)

c(x, 0) = c0 in Ω. (4.26c)

where µĉ = (1 − pĉ − mĉ)D(θĉ, c), (θĉ, pĉ,mĉ) being the solution to (3.1a,c,d) with respect to
given ĉ. Denoting

a(c, φ; t) :=

∫

Ω

µĉ∇c∇φdx +

∫

∂Ω

β cφ dσ,

〈f(t), φ〉 :=

∫

∂Ω

βcpφdσ, φ ∈ H1(Ω)

we have that problem (4.26a-c) is equivalent to the following one. We seek a function c such
that, for all φ ∈ H1(Ω) and a.e in t ∈ (0, T )

〈 d

dt
c(t), φ

〉

+ a(c(t), φ; t) = 〈f(t), φ〉, (4.27a)

c(0) = c0, (4.27b)

c ∈W (0, T ), (4.27c)

where 〈 , 〉 denotes the duality between H1(Ω) and (H1(Ω))∗.
In view of (A3),(A6),(A7), (4.27a-c) admits a unique solution c (cf [26], Prop. 30.10). Moreover,
there exists a constant M independent of ĉ, such that:

‖c‖W (0,T ) ≤M. (4.28)

To derive the continuity of the operator T , let {ĉn} ⊂ L2(0, T ;L2(Ω)), with ĉn → ĉ strongly in
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L2(QT ). Defining cn = T ĉn, thanks to (4.28), we have ‖cn‖W (0,T ) ≤ M . Thus, there exists a
sub-sequence {ĉn′} such that

cn′ −→ c weakly inW (0, T ). (4.29)

We test (4.26a) by

Φ(x, t) = ψ(t)φ(x) with ψ ∈ C1(0, T ), ψ(T ) = 0, φ ∈ H1(Ω). (4.30)

Denoting T ĉn′ := cn′ , we have

T
∫

0

∫

Ω

cn′,s Φ dx ds+

T
∫

0

∫

Ω

µĉn′
∇cn′∇Φ dx ds+

T
∫

0

∫

∂Ω

β(cn′ − cp)Φ dσds = 0. (4.31)

Concerning the first term in (4.31) we have

T
∫

0

∫

Ω

cn′,s Φ dx ds = −

∫

Ω

cn′(x, 0)Φ(x, 0)dx −

T
∫

0

∫

Ω

cn′ Φs dx ds.

Now,
∫

Ω

cn′(x, 0)Φ(x, 0)dx =

∫

Ω

c0 Φ(x, 0)dx ,

and, by virtue of (4.29),

T
∫

0

∫

Ω

cn′ Φs dx ds →

T
∫

0

∫

Ω

cΦs dx ds a.e. in QT .

The second term can be rearranged as

T
∫

0

∫

Ω

µĉn′
∇cn′∇Φ dx ds =

T
∫

0

∫

Ω

µĉn′
(∇cn′ −∇c)∇Φ dx ds +

T
∫

0

∫

Ω

µĉn′
∇c∇Φ dx ds.

Since µ is continuous and bounded as a function of c, possibly extracting a subsequence, we
obtain: µĉn′

(x, t) → µĉ(x, t) a.e in QT , thus, using Lebesgue theorem, it converges strongly in
L2(QT ). Thus, we have

µĉn′
∇Φ → µĉ∇Φ strongly in L2(QT ).

Moreover, (∇cn′ −∇c) → 0 weakly in L2(QT ) because of (4.29), thus we obtain

T
∫

0

∫

Ω

µĉn′
∇cn′∇Φ dx ds→

T
∫

0

∫

Ω

µĉ∇c∇Φ dx ds.

Applying the trace theorem, the last term in (4.31) converges too.
Thus, we can pass to the limit in (4.31) obtaining

−ψ(0)

∫

Ω

c0 φ(x)dx −

T
∫

0

∫

Ω

cψsφdx ds

+

T
∫

0

ψ

∫

Ω

µĉ∇c∇φdx ds +

T
∫

0

ψ

∫

∂Ω

β(c− cp)φdσds = 0. (4.32)
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Consequently

T
∫

0

ψ
(

∫

Ω

cs φdx +

T
∫

0

∫

Ω

µĉ∇c∇φdx +

T
∫

0

∫

∂Ω

β(c− cp)φdσ
)

ds = 0.

The above is true for φ,ψ satisfying (4.32). Therefore (4.32) gives, a.e in t ∈ (0, T )

〈 d

dt
c(t), φ

〉

+ a(t; c(t), φ) = 〈F (t), φ〉 ∀φ ∈ H1(Ω).

Since the solution of (4.26a-c) is unique, we can conclude

T ĉ = c,

and, since the limit does not depend on the extracted sub-sequence, it follows that

T ĉn → T c (4.33)

weakly in W (0, T ) and strongly in L2(QT ).
Now, let

K := {v ∈ L2(QT ) : ‖v‖W (0,T ) ≤M}.

K is convex and compact in L2(QT ) and F : K ⊂ L2(QT ) → K is a continuous mapping. By
the Schauder fixed point theorem the proof is concluded.
2

5 Proof of Theorem 3.2

We commence with the following regularity result:

Lemma 5.1. Under the assumptions of Theorem 3.2, the solutions θ, c to the initial-boundary
values problems related to equations (3.1a,b) are in W 2,1

5 (QT ).

Proof. Since we proved the existence of at least one solution for the initial-boundary value
problems related to equations (3.1a), (3.1b), we can now follow the approach developed by J.A.
Griepentrog, in the papers [7], [8] about linear parabolic equations with nonsmooth bounded
coefficients, in order to improve the regularity of the solutions under consideration.
The coefficients and the right-hand sides of the equations are indeed functions in L∞(QT ) and
the coefficients in the boundary conditions too.
Moreover, in fact, the initial conditions are Lipschitz-continuous functions and we can apply
Th.3.4 and Th.6.8 of [7] and Th.6.1 of [8], whence we obtain that θ and c are in C(Q̄T ).
It follows that the right-hand sides of the ODEs (3.1c,d) are continuous functions, therefore the
corresponding solutions are continuously differentiable.
Thus, the PDEs (3.1a,b) have continuous coefficients and we can apply a classical result of
Ladyzenskaja ([18], Th.9.1, page 341) which yields: θ, c ∈ W 2,1

5 (QT ).

Lemma 5.2. Assuming that α is constant, we have that, for every c1, c2 ∈ L2(QT ), there exists
a constant M > 0 such that, for the corresponding θ1, θ2, it holds:

‖θ1 − θ2‖
2
H2,1(QT ) ≤M‖c1 − c2‖

2
L2(QT ). (5.1)
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Proof. We consider the heat equation of our system:

ραθt = k∆θ + ρLppt + ρLmmt. (5.2)

We write (5.2) for θ1, c1, p1,m1 and θ2, c2, p2,m2. Subtracting, we see that the difference satisfies
the following system:

ραθt − k∆θ = ρ(Lp(θ1)p1,t − Lp(θ2)p2,t) + ρ(Lm(θ1)m1,t − Lm(θ2)m2,t)

−k∂θ∂ν = hθ

θ(x, 0) = 0.

Applying again standard parabolic theory (cf. [18], Th.6.1), invoking Lemma 4.2 (b) and (A2),
(A3) we finish the proof.

Lemma 5.3. Let u ∈ L∞(0, T ;L2(Ω)) ∩ L2(0, T ;H1(Ω)), then there holds

T
∫

0

‖u(t)‖10/3

L10/3(Ω)
dt ≤

(

T
∫

0

‖u(t)‖2
L6(Ω)

dt
)

‖u‖4/3
L∞(0,T ;L2(Ω))

.

Proof. Owing to Riesz’ convexity theorem (cf. [26], A113), we have

‖u‖Lr(Ω) ≤ ‖u‖1−Θ
Lq1 (Ω)

‖u‖Θ
Lq2 (Ω)

,

for all u ∈ Lq1(Ω) ∩ Lq2(Ω) with 1 ≤ q1, q2 < ∞, 0 < Θ < 1, and 1
r = 1−Θ

q1
+ Θ

q2
. Invoking the

continuous embedding H1(Ω) ⊂ L6(Ω), the assertion follows by defining q1 = 6, q2 = 2, Θ = 2
5 ,

and r = 10
3 .

We are now in position to prove Theorem 3.2. We write equation (3.1b) for c1 and c2, subtract,
integrate over QT and test by c1 − c2. In the sequel we will use the following notations: c =
c1 − c2, θ = θ1 − θ2, p = p1 − p2, m = m1 −m2.
We have

1

2

∫

Ω

c2(t)dx+

t
∫

0

∫

Ω

(

(1 − p1 −m1)D(θ1)∇c1 − (1 − p2 −m2)D(θ2)∇c2

)

∇c dxds

+

t
∫

0

∫

∂Ω

βc2dσds = 0.

Now,

t
∫

0

∫

Ω

(

(1 − p1 −m1)D(θ1)∇c1 − (1 − p2 −m2)D(θ2)∇c2

)

∇c dxds

=

t
∫

0

∫

Ω

(1 − p1 −m1)D(θ1)|∇c|
2dxds−

t
∫

0

∫

Ω

(p+m)D(θ1)∇c2∇c dxds

+

t
∫

0

∫

Ω

(1 − p2 −m2)(D(θ1) −D(θ2))∇c2∇c dxds . (5.3)
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Thus, we have

1

2

∫

Ω

c2(t)dx+K5

t
∫

0

‖∇c‖2
L2(Ω)dxds

≤

t
∫

0

∫

Ω

|p+m||D(θ1)||∇c2||∇c| dxds

+

t
∫

0

∫

Ω

|1 − p2 −m2||D(θ1) −D(θ2)||∇c2||∇c| dxds. (5.4)

By means of Lemma 5.1, we know that c2 ∈ W 2,1
5 (QT ). According to Amann (cf [2], Theorem

1.1), we have the embedding W 2,1
5 (QT ) →֒ C([0, T ];W 1

5 (Ω)). Thus, we can estimate the second
term in the right hand-side of (5.3) as:

t
∫

0

∫

Ω

|p+m||D(θ1)||∇c2||∇c| dxds

≤

t
∫

0

‖p+m‖L10/3(Ω)‖∇c2‖L5(Ω)‖D(θ1)‖L∞(Ω)‖∇c‖L2(Ω)ds

≤ δ

t
∫

0

‖∇c‖2
L2(Ω)ds +

K1

4δ

t
∫

0

‖p +m‖2
L10/3(Ω)

ds. (5.5)

Thanks to Lemma 4.1 (b), we get:

t
∫

0

‖p +m‖2
L10/3(Ω)ds =

t
∫

0





∫

Ω

|p+m|10/3dx





3/5

ds

≤ K1

t
∫

0





s
∫

0

∫

Ω

θ10/3dxdτ





3/5

ds + K2

t
∫

0





s
∫

0

∫

Ω

c10/3dxdτ





3/5

ds. (5.6)

Now, we apply Lemma 5.3 and Young’s inequality to the right-hand side of (5.6), obtaining:

t
∫

0





s
∫

0

∫

Ω

θ10/3dxdτ





3/5

ds ≤ K

t
∫

0





s
∫

0

‖θ‖2
H1(Ω)dτ





3/5

‖θ‖
4/5
L∞(0,s;L2(Ω))

ds

≤
2

5
δ2

t
∫

0

s
∫

0

‖θ‖2
H1(Ω)dτds +

3

5δ2

t
∫

0

‖θ‖2
L∞(0,s;L2(Ω))ds. (5.7)

An analogous estimate holds for the term
t
∫

0

[

s
∫

0

∫

Ω

c10/3dxdτ

]3/5

ds.
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Regarding the third term in the right-hand side of (5.3), we have:

t
∫

0

∫

Ω

|1 − p2 −m2||D(θ1) −D(θ2)||∇c2|∇c dxds ≤ K3

t
∫

0

‖θ‖L6(Ω)‖|∇c|‖L2(Ω)ds

≤ δ3

t
∫

0

‖θ‖2
H1(Ω)ds +

K4

4δ3

t
∫

0

‖∇c‖2
L2(Ω)ds. (5.8)

Summing up, from (5.3) combined with (5.7) and (5.8), we find that

1

2

∫

Ω

c2(t)dx+K5

t
∫

0

∫

Ω

‖∇c‖2dxds

≤ K6

t
∫

0

‖θ‖2
H1(Ω)ds +K7

t
∫

0

‖θ‖2
L∞(0,s;L2(Ω))ds +

K4

4δ3

t
∫

0

‖∇c‖2
L2(Ω)ds. (5.9)

Thus, by means of Lemma 5.2, for an appropriate choice of δ3, we end up with:

1

2

∫

Ω

c2(t)dx+

t
∫

0

‖∇c‖2
L2(Ω)dxds ≤ K8

t
∫

0

‖c‖2
L2(Ω)ds. (5.10)

The proof is concluded applying Gronwall Lemma. 2

The following table contains the parameters involved in the complete process.

Value Unit Value Unit

ρ 7800 kg/m3 θ0 1150 K

α 385 J/Kg K c0 0.25 weight %

Lp 77000 J/Kg cp 1.2 weight %

Lm 82000 J/Kg θΓ 300 K

β (if t ≤ T1) 6e-5 m/s β (if T1 < t ≤ T ) 0 m/s

h (if t ≤ T1) 0 W/m2K h (if T1 < t ≤ T ) 10000 W/m2K

D 0.47exp(−1.6c − (37000 − 6600c)/(1.987T ))1e − 4 m2/s

k 35 W/mK

Table 1: Process parameters.
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6 Numerical results

In this section we present some numerical simulations to demonstrate the effect of gas carbur-
izing on a sample workpiece. The simulations are based on our model (3.1a-j). As a sample
configuration, we consider the cross section of a cylinder of radius 50mm. Note that our initial
temperature is chosen above the austenitization temperature such that we may assume it to
be homogeneously austenitic. Material parameters are taken from the data tables for the low-
carbon steel AISI 4130. The interval time (0, T ) of the whole process is divided as (0, Tc]∪[Tc, T ),
where Tc denotes the ending time of carburization.
For the process parameters we refer to Table 1. The expression for D(θ, c) is taken from [23],
the value of h is taken from [14]. For the function g1 we took the data of [5], cf. Fig. 4.

Figure 4: Plot of the transformation function g1, depending on the temperature θ.

g2 has been taken constant as in [12], which has been found sufficient to describe the kinetics
of the phase transition. The main coupling effect is through the carbon dependent start and
end temperature of the martensite formation, Ms(c) and Mf (c) respectively, which have been
identified from Figure 3.
The simulations were performed with Femlab, a software based on the finite element method.
Fig. 5 is a view of a sector of the sample configuration that we considered, after carburizing for
about 8 hours.

Figure 5: Snapshot of the simulation at time t = 30120 s (after 30000 seconds carburizing and 120
seconds quenching) showing the carburizing effect. In the right column carbon percentage is indicated.
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As already said in the introduction the process consists at least of two stages: first, the workpiece
is immersed in a carbon-rich atmosphere furnace (the so-called carburizing); secondly, quenching
is performed, through which austenite is transformed into the hard phase martensite m, where
the temperature gradient is high and into pearlite p where the temperature gradient is lower.
In other words, the hardening occurs close to the boundary, while in the core the softer phase
pearlite is formed.
The effect of time and temperature on total case depth (which is usually specified as the layer
at carbon content 0.4%) is shown in Figure 6.
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Time, 1144◦K 1172◦K 1200◦K 1228◦K
h mm mm mm mm

1 0.41 0.49 0.59 0.70
2 0.64 0.70 0.80 0.93
5 0.90 1.00 1.25 1.40
10 1.30 1.40 1.79 2.00
15 1.60 1.80 2.10 2.42
20 1.80 2.00 2.40 2.85
25 2.00 2.30 2.70 3.20
30 2.30 2.59 2.90 3.40

Figure 6: Plot of total case depth versus carburizing time at four selected temperatures. Graph
based on data in table.

In Figure 7 we can observe the distribution of phase fractions at the end of a cycle of carburizing
and quenching.
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Tc = 20000 s.
T = 20100 s.

Tc = 10000 s.
T = 10100 s.

Tc = 5000 s.
T = 5100 s.

Tc = 3000 s.
T = 3100 s.

Figure 7: Phase fractions of martensite (red), pearlite (blue) and carbon percentage curve
(green), plotted against the radius of the circle, for different carburizing times Tc and end times
T , after a quenching time of 100 s.

In the same figure we can see how the formation of martensite depends on the carbon concentra-
tion, in accordance with the graphic of Figure 3 of the first section, obtained from experimental
data. Indeed, as we can see in Figure 3, the martensite terminal temperature is well below
zero, because of the residual austenite at room temperature which cannot be transformed into
martensite, thus 100% of martensite is not achieved; in Figure 7, derived from our simulations,
the maximum of the martensite phase fraction is about 65%. The maximum of the martensite
fraction is not achieved on the surface, but at the total case depth, i.e. where the carbon con-
centration corresponds to 0.4%.

7 Concluding remarks

In the present paper we have studied a mathematical model of case hardening, including the
coupling between carbon diffusion equation, temperature evolution and phase transitions. From
mathematical point of view, we have proved existence and uniqueness of a solution. First nu-
merical results confirm qualitative agreement with experiments. A more detailed comparison
requires more precise data. To this end a cooperation with some engineering institutes has been
started. The results will be published in a forthcoming paper.
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From practical point of view, a reduction of energy consumption and of process time as well as
increasing the process stability are of great interest. Therefore the development of an optimal
control strategy is under study.
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