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Abstract

The Random Walk on Fixed Spheres (RWFS) introduced in our paper [25], and further
developed in [26], is presented in details for Laplace and Lamé equations governing static
elasticity problems. The approach is based on the Poisson type integral formulae written for
each disc of a domain consisting of a family of overlapping discs. The original differential
boundary value problem is equivalently reformulated in the form of a system of integral
equations defined on the intersection surfaces (arches, in 2D, and caps, if generalized to
3D spheres). To solve the obtained system of integral equations, a Random Walk proce-
dure is constructed where the random walks are living on the intersecting surfaces. Since
the spheres are fixed, it is convenient to construct also discrete random walk methods for
solving the system of linear equations approximating the system of integral equations. We
develop here two classes of special Monte Carlo iterative methods for solving these sys-
tems of linear algebraic equations which are constructed as a kind of randomized versions
of the Chebyshev iteration method and Successive Over Relaxation (SOR) method. It is
found that in this class of randomized SOR methods, the Gauss-Seidel method has a min-
imal variance. In [25] we have concluded that in the case of classical potential theory, the
Random Walk on Fixed Spheres considerably improves the convergence rate of the stan-
dard Random Walk on Spheres method. More interesting, we succeeded there to extend
the algorithm to the system of Lamé equations which cannot be solved by the conventional
Random Walk on Spheres method. We present here a series of numerical experiments for
2D domains consisting of 5, 10, and 17 discs, and analyze the dependence of the vari-
ance on the number of discs and elastic constants. Further generalizations to Neumann and
Dirichlet-Neumann boundary conditions are possible, see [23].

1. Introduction

There are two main classes of stochastic numerical methods for solving PDEs:
(1) methods based on probabilistic representations of solutions in the form of expectations over diffusion
stochastic processes (e.g., see [4], [15]), (2) methods based on Markov chain simulation technique for
solving integral equations; here the crucial point is the reformulation of the original boundary value
problem in the form of integral equation [5], [6], [22].

The probabilistic representations are possible however only for scalar elliptic and parabolic equations,
e.g., see [4]. Even in this case, considerable difficulties arise when approximating the random process
near the boundary: one should take care that in each step, the simulated diffusion process is inside the
domain. This implies a rapid diminishing of the integration step when approaching the boundary, which
in turn rapidly increases the computational cost [15]. Exterior boundary value problems are hard or better
to say impossible to solve by a numerical simulation of diffusion processes in unbounded regions.

The methods based on integral equation reformulation are much more flexible. Generally, any boundary
value problem transformed into an integral form can be solved by a Markov chain simulation technique.
It should be noted however that the Monte Carlo methods for solving integral equations are traditionally
applied to integral equations v = Kv+ f with substochastic kernels when ‖K‖< 1. The method was first
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developed for solving linear radiative transfer equations, and the famous Neumann-Ulam scheme works
under the condition that the Neumann series converges.

The first Monte Carlo method for integral equations with divergent Neumann series was suggested by
K. Sabelfeld in [21], and further developed in [22], [29]. The method is based on a conformal trans-
formation of the spectral parameter. In this approach the variance analysis is much more difficult than
in the Neumann-Ulam method. Nevertheless, it opens new interesting possibilities of applications. For
example, the Random Walk on Boundary methods were constructed first for Dirichlet problem in [21],
and then generalized in [29] to all classical interior and exterior boundary value problems of the electro-
static, heat and elastic potential theory. Note that in this case, there are no difficulties with the boundary
conditions and exterior problems. As to the disadvantages of this class of methods, the variance of the
method may be large for highly non-convex domains. However special versions of this methods for such
domains can be developed, in particular, based on a discretization of the boundary integral equations, or
using branching Random Walk on Boundary process [24].

In this paper, we deal with a new class of Markov chain simulation technique for systems of elliptic
equations. The method differs from the conventional Random Walk on Spheres method in the following
points: (1) The spheres are not randomly chosen, instead, they are deterministically fixed so that the
original domain is well approximated by this set of spheres; (2) The randomized evaluation of the solution
via the iterations of integrals follows not the Neumann-Ulam scheme, but a different iterative method,
e.g., the Chebyshev iterations, or the Successive Over Relaxation (SOR) method; (3) Since the phase
space is fixed, one may introduce its discretization, and construct discrete Random Walks.

It should be noted that one can think of different combinations of (1)-(3). For example, the choice (1)
means that the phase space is fixed, and the Random Walk is constructed on the set of fixed spheres;
(1) and (2) means that the relevant iteration procedure is constructed directly for integral operators, and
finally, with (1) - (3) we turn to the discrete Random Walk method organized according to the relevant
iterative procedure.

Thus the idea of the method is that the original boundary value problem is reformulated in an integral
form derived from the spherical mean value relations for fixed overlapped discs (see also [1], [3]). The
basic approach is described in our book [27]. In [28], we have extended this approach by using the Pois-
son integral formula for overlapping spheres, and considered the relevant system of integral equations.
The kernel of the Poisson integral formula was the generating transition probability density function
of the Markov chain. The iterative procedure was actually a randomized method of simple iterations.
Generally, this iterative procedure diverges in the case of Lamé equation. Therefore, we have introduced
different iteration methods, in particular, an iterative procedure with random parameters, which coincides
in the deterministic limit with Chebyshev’s method, and a randomized SOR. A general discrete random
walk scheme can be constructed through a discrete approximation of our system of integral equations.
Surprisingly, this not only has complicated the method, but in contrary, we have obtained a convenient
fast convergent method with a finite variance. Note that extensions from discs to ellipses can be readily
done by using the relevant Poisson formula for ellipses, e.g., see [20]. Generalization to 3D case is also
quite simple, since the Poisson kernel is explicitly known.

The paper is organized as follows. In Section 2 we present the main idea of the method for a simple case
of 2D Laplace equation, and study the main properties of the generating integral equation. Section 3 deals
with the system of elliptic equations, the so-called Lamé equation governing the elastic deformations of
2D bodies. In Section 4 we present iteration methods we use to construct Random Walk algorithms.
For this purpose we use an iteration method with randomly chosen parameters, introduced by Vorobiev
(e.g., see [13], [31]) and the SOR method which is particularly efficient for a special class of domains
which we call DS2-domains. Detailed description of Random Walk algorithms are given in Section 5,
and numerical simulations are presented in Section 6.
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Figure 1: Two overlapping discs illustrating the main notations.

2. 2D Laplace equation

To explain the main idea of the method, we present here the case of two-dimensional Dirichlet problem
for the Laplace equation. It should be noted that even in this simple case where the conventional Random
Walk on Spheres works as well, the new method converges much faster, and the accuracy achieved is
considerably higher.

2.1 Integral formulation of the Dirichlet problem

Let us consider the boundary value problem

Δu(x) = 0, x ∈ D, u(y) = ϕ, y ∈ Γ = ∂D, (2.1)

where the domain D consists of two overlapping discs K(x(1)
0 , R1) and K(x(2)

0 , R2) centered at O1 = x(1)
0

and O2 = x(2)
0 (see Figure 1):

D = K(x(1)
0 , R1)∪K(x(2)

0 , R2); K(x(1)
0 , R1)∩K(x(2)

0 , R2) �= /0 . (2.2)

We denote by γ2 the part of the circle S(x(1)
0 , R1) = ∂K(x(1)

0 , R1) which belongs to the second disc while

Γ1 is the part of the circle S(x(1)
0 , R1) not belonging to the second disc; analogously γ2 and Γ2 are defined.

So the boundary of the domain D consists of Γ1 and Γ2, and γ1 ∪ γ2 is the phase space of the integral
equation to be constructed.

The regular solution to the harmonic equation satisfies the spherical mean value relation in each of the
two discs:

u(x) =
R2 − r2

2πR

Z

S(O,R)

u(y)dSy

|x− y|2 . (2.3)

Here R = R1 in the first, and R = R2 in the second disc, and the same for r = |x− x(i)0 |, the distance from
x ∈ γi to the circle’s center O = Oi, i = 1,2.
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It is not difficult to find out that the function

p(y;x) =
R2

1 −|x− x(1)
0 |2

2πR1
· 1
|x− y|2 (2.4)

is a probability density function of the variable y ∈ S(x(1)
0 , R1), for all x ∈ K(x(1)

0 , R1). This immediately
follows from the representation of the solution u = 1 to the Dirichlet problem for the Laplace equation
Δu(x) = 0, u(y) = 1 through the Poisson integral. From the probabilistic representation of the Dirichlet
boundary value problem considered, the density p(y;x) coincides with the probability density function

(pdf) of the first passage on S(x(1)
0 , R1) of a Wiener process starting at x ∈ K(x(1)

0 , R1). Simple simulation
of the transition according to (2.4) is given in [9].

It is possible to find explicitly the distribution function P(x→ y∈ γ) - the probability for a particle starting
at x ∈ S(x0,R), with r = |x− x0|, to reach an arc γ ∈ S(x0,R) defined by the limit angles α1 and α2, say,
α1 < α2, since (e.g., see [7]):

P(x → y ∈ γ) =
R2 − r2

2πR

Z

γ

dSy

|x− y|2 =
1
π

arctg

{
R+ r
R− r

tg
α
2

}∣∣∣∣∣∣
α2

α1

=
1
π

arctg

{
R+ r
R− r

tg
α2

2

}
− 1

π
arctg

{
R+ r
R− r

tg
α1

2

}
. (2.5)

Let us now write down the Poisson formulae for both discs in the form

u(x) =
R2

1 −|x− x(1)
0 |2

2πR1

Z

S(x(1)
0 ,R1)

u(y)
|x− y|2 dSy , x ∈ γ1 ,

u(y) =
R2

2 −|y− x(2)
0 |2

2πR2

Z

S(x(2)
0 ,R2)

u(x′)
|y− x′|2 dSx′ , y ∈ γ2 . (2.6)

We can give different equivalent formulations of the boundary value problem starting from these Poisson
formulae. First, let us derive a scalar Fredholm linear integral equation of the second kind for the solution
u(x). To this end, we define the kernel K(x,y), x,y ∈ γ1 ∪ γ2 as follows. For x ∈ γ1:

K(x,y) =

{
0, y ∈ γ1

k11(x,y) = R2
1−|x−x(1)

0 |2
2πR1

1
|x−y|2 , y ∈ γ2 ,

and for x ∈ γ2:

K(x,y) =

{
0, y ∈ γ2

k22(x,y) = R2
2−|x−x(2)

0 |2
2πR2

1
|x−y|2 , y ∈ γ1 .

Using this notation we can rewrite the formulae (2.6) as follows:

u(x) =
Z

γ1∪γ2

K(x,y)u(y)dS(y)+ f (x) (2.7)

where

f (x) =
R2

1 −|x− x(1)
0 |2

2πR1

Z

Γ1

ϕ(y)
|x− y|2 dSy , for x ∈ γ1,

f (x) =
R2

2 −|x− x(2)
0 |2

2πR2

Z

Γ2

ϕ(y)
|x− y|2 dSy , for x ∈ γ2 . (2.8)
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Note that this equation is not symmetric, but we can show that it can be symmetrized. Indeed, let us
introduce a new function by

w(x) = u(x)

√
Ri

R2
i −|x− x(i)

0 |2
, x ∈ γi, i = 1,2 .

Then we get the following equation

w(x) =
Z

γ1∪γ2

K̃(x,y)w(y)dS(y)+ f (x) , (2.9)

where for x ∈ γ1

K̃(x,y) =

⎧⎨
⎩

0, y ∈ γ1

1
2π

1
|x−y|2

√
R2

1−|x−x(1)
0 |2

R1

√
R2

2−|y−x(2)
0 |2

R2
, y ∈ γ2 ,

and for x ∈ γ2:

K̃(x,y) =

⎧⎨
⎩

0, y ∈ γ2

1
2π

1
|x−y|2

√
R2

1−|y−x(1)
0 |2

R1

√
R2

2−|x−x(2)
0 |2

R2
, y ∈ γ1 .

Thus we come to the integral equation with the symmetric kernel K̃(x,y)

w(x) =
Z

γ1∪γ2

K̃(x,y)w(y)dS(y)+ f (x) . (2.10)

This implies that the eigenvalues of the integral operator defined by the kernel K(x,y) in (2.7) are all
real, moreover, we will give below the explicit expression for the principal eigenvalue of this integral
operator.

As mentioned above, it is possible to give a different equivalent integral equation formulation of the
problem under study.

Let us introduce the notation: v1(x) = u(x) for x ∈ γ1, and v2(x) = u(x) for x ∈ γ2. Then, (2.7) reads

v1(x) =
Z

γ2

p(y;x)v2(y)dSy + f1(x), v2(x) =
Z

γ1

p(x′;x)v1(x′)dSx′ + f2(x), (2.11)

where

f1(x) =
Z

Γ1

p(y;x)ϕ(y)dSy , f2(x) =
Z

Γ2

p(x′;x)ϕ(x′)dSx′ . (2.12)

It is convenient to rewrite the system (2.11) in the matrix form:

v = Gv+ F (2.13)

where v = (v1,v2)T , F = ( f1, f2)T , and G is the matrix-integral operator which acts on v as follows

Gv =
(

G11 G12

G21 G22

)(
v1

v2

)
(2.14)

=

⎛
⎝ 0

R
γ2

p(y;x) ∗(y)dSy

R
γ1

p(x′;x) ∗(x′)dSx′ 0

⎞
⎠
⎛
⎝v1

v2

⎞
⎠=

⎛
⎜⎜⎝

R
γ2

p(y;x)v2(y)dSy

R
γ1

p(x′;x)v1(x′)dSx′

⎞
⎟⎟⎠ .
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The integral equation (2.7) and its equivalent vector counterpart (2.13) with the integral operator G have
nice properties. First of all, the L1-norm of G is less than 1, for any configuration of the two overlapping
discs, since

R
S(x,R)

p(y;x)dSy = 1. Hence (E −G)−1 exists and is represented as a convergent Neumann

series. This also follows from the next assertion which presents a nice property of the Poisson kernel and
gives simultaneously an interesting characterization of the Wiener process.

Theorem 2.1. For any x ∈ γ1 and any y ∈ γ2

Z

γ2

p(y;x)dSy =
Z

γ1

p(y′;y)dSy′ = 1− θ∗1
π
− θ∗2

π
=

θ∗12

π
, (2.15)

where the angles θ∗1 and θ∗2 are defined as follows (see Figure 2): 2θ∗1 is the angle of view of the arc γ2

from the centre of the first circle, and 2θ∗2 is the angle of view of the arc γ1 from the centre of the second
circle. The angle θ∗12 = π− θ∗1 − θ∗2 is the angle of view of the segment (O1,O2) from the intersection
point P1 or P2. This property characterizes the Wiener process as follows. For a Wiener process starting
from x ∈ γ1, the probability to reach the arc γ2 does not depend on the starting point x and is explicitly
given by (2.15). Moreover, the same is true for the Wiener process starting from y ∈ γ2: the probability to
reach the arc γ1 is not depending on the starting point y, and is equal to the same constant θ∗12/π given
in (2.15).

Proof. Partly, we presented this result in [25]. Here we give a different proof of this elegant result but
first let us recall the main idea of the proof in [25]. For any x ∈ γ1 we have obviously:

p(y;x) =
cos(ψ)
π|x− y| −

1
2πR1

(2.16)

which follows from the relation: R2
1 − r2

1 + |x− y|2 = 2R1|x− y|cos(ψ) where ψ is the angle between the

vectors x− y and ny, the inner normal vector at the point y which is collinear to x(1)
0 − y.

Using the relation (2.16) we can write for any x ∈ γ1:

Z

γ2

p(y;x)dSy =
1
π

{Z

γ2

cos(ψ)
|x− y| dSy

}
− 1

2πR1

Z

γ2

dSy .

In the right-hand side, the first integral in the braces is the double layer potential integral which is equal
(e.g., see [22]) to the angle of view of the arc γ2 from the point x, i.e., to (2π− 2θ∗2)/2. The second
integral is simply θ∗1/π. This completes the proof, since by symmetry, exactly the same result is obviously
obtained for the second disc, when y ∈ γ2.

Let us give another proof of this assertion, based on the series representation of the kernel p(y;x). It is
not so elegant as the above proof, but the technique can be used in solving the full eigenvalue problem.

The expansion of the kernel we need is [10]:

p(y;x) =
1−ρ2

2π
1

1−2ρcos(θ−α)+ ρ2 =
1

2π
+

1
π

∞

∑
k=1

ρk cos[k(θ−α)] . (2.17)

Here we use the polar coordinates: the point x is specified by (r,θ), ρ = r/R, and the point y - by (R,α).

Let us introduce some notations. The first disc is centered at the origin O1 = 0, and O2 is the center of
the second disc. We denote the point of intersection of the coordinate axes O1X with the second circle
by P3. Let P1 and P2 be the points of intersections of our circles. We introduce the following angles (see
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Figure 2: Illustration to the proof of Theorem 2.1.

the picture of Figure 2): ψ1 is the angle between the vector O1P1 and x−P1, and ψ2 is the angle between
the vector O1P2 and x−P2. Further, ϕ1 is the angle between x−P1 and P3 −P1; ϕ2 is the angle between
x−P2 and P3 −P2.

Routine calculations yield

I =

θ∗1Z

−θ∗1

1−ρ2

2π
dα

1−2ρcos(θ−α)+ ρ2

=
2θ∗1
2π

+
1
π

∞

∑
k=1

ρk

θ∗1Z

−θ∗1

cos[k(θ−α)]dα

=
θ∗1
π

+
1
π

∞

∑
k=1

ρk
{

sin[k(θ∗1 −θ)]
k

+
sin[k(θ∗1 + θ)]

k

}

=
θ∗1
π

+
1
π

{
arctg

ρsin(θ∗1 −θ)
1−ρcos(θ∗1 −θ)

+arctg
ρsin(θ∗1 + θ)

1−ρcos(θ∗1 + θ)

}
. (2.18)

It is readily seen that

ψ2 = arctg
ρsin(θ∗1 −θ)

1−ρcos(θ∗1 −θ)
, ψ1 = arctg

ρsin(θ∗1 + θ)
1−ρcos(θ∗1 + θ)

. (2.19)

Simple geometric analysis shows that θ∗1 +θ∗2/2+ψ1 +ϕ1 = π, θ∗
1 +θ∗2/2+ψ2 +ϕ2 = π, and ϕ1 +ϕ2 = π.

This yields ψ1 + ψ2 = π−2θ∗1 −θ∗2, which, in view of (2.18), (2.19) completes the proof.

In constructions of iterative numerical procedures, we will need the information about the principal
eigenvalue of the integral operator. In the next theorem we find this eigenvalue explicitly. This result
was formulated in [25], however the proof there was incomplete. We give here the revised version of the
proof.

Theorem 2.2. The integral operator G is a Fredholm operator with the kernels p(y;x), p(x′;y), contin-
uous on x ∈ γ1, y ∈ γ2, with integrable singularities at the points of intersection of γ1 and γ2 of the type

p(y;x) 
 sin (θ∗1+θ∗2)
π |x−y| as x → y. The eigenvalues of G, λi, are all real, and moreover, λi = ±σiρ(G) where

σi ≤ 1 are some positive constants, and ρ(G) is the spectral radius of G given explicitly by

ρ(G) = 1− θ∗1
π
− θ∗2

π
=

θ∗12

π
.
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The integral equation (2.13) has a unique solution which solves the Dirichlet problem (2.1).

Proof. First let us show that the singularities have the form p(y;x) 
 sin(θ∗1+θ∗2)
π |x−y| as x → y. Simple geo-

metrical considerations show that R2
1 − r2 = |x− y| · b, where b = |x− y∗|, and y∗ is the second point of

intersection of the line x− y with the circle S(x0,R1). Thus p(y;x) = b
2πR1 |x−y| . Now, as x ∈ γ1 → y ∈ γ2,

we have asymptotically b 
 2R1 sin (θ∗1 + θ∗2).

Let us now consider the eigenvalue problem. Note that the integral operator G is not symmetric, but we
can symmetrize it if we follow the symmetrization we used above. Indeed, introducing the new functions

w1(x) = v1(x)×
√

R1

R2
1 −|x− x(1)

0 |2
, w2(x) = v2(x)×

√
R2

R2
2 −|x− x(2)

0 |2

we come to the eigenvalue problem for the symmetric integral equation

λw = Ḡw

where the matrix-integral operator Ḡ is defined by

Ḡw =

⎛
⎜⎝ 0

R
γ1

g12(x,y)
|x−y|2 ∗(y)dSy

R
γ2

g21(x,y)
|y−x|2 ∗(x)dSx 0

⎞
⎟⎠
⎛
⎝w1

w2

⎞
⎠ .

Here

g12(x,y) =
1

2π

√
R2

1 −|x− x(1)
0 |2

R1

√
R2

2 −|y− x(2)
0 |2

R2
,

and

g21(x,y) =
1

2π

√
R2

1 −|y− x(1)
0 |2

R1

√
R2

2 −|x− x(2)
0 |2

R2
.

So our system of integral equations is symmetric since g12(x,y) = g21(y,x), and hence, the eigenvalues
λ are real, moreover, they are concentrated in the interval (−ρ,ρ) symmetrically relative to the origin,
where ρ = ρ(G) < 1 is the spectral radius. Indeed, if λ is an eigenvalue with the corresponding eigen-
function (w1,w2), then −λ is also an eigenvalue with the corresponding eigenfunction (w1,−w2).

Let us now evaluate the spectral radius of our system of integral equations. Taking the eigenfunction as
a constant (1,1)T , we see that the corresponding eigenvalue is given by

λ0 =
Z

γi

p(y;x)dSy = 1− θ∗1
π
− θ∗2

π
=

θ∗12

π
(2.20)

which does not obviously depend on x.

It is not difficult to show that ρ(G) = λ0. Indeed, let λ be an arbitrary eigenvalue, and (w1,w2)T - the
corresponding eigenfunction. For any x ∈ γ1 we can write |λ||wi(x)| ≤ |w2(y∗)|λ0, where y∗ is a point
where |w2| reaches its maximum. For any y ∈ γ2 we have analogously: |λ||w2(y)| ≤ |w1(x∗)|λ0, where x∗

is the point of maximum of |w1|. From these two inequalities we get the desired result: |λ|2 ≤ λ2
0. Thus

ρ(G) = λ0.

Finally, the equivalence of the integral equation and the Dirichlet problem is obvious: the solution of the
Dirichlet problem satisfies the integral equation whose solution is unique. This completes the proof.
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2.2 Approximating system of linear algebraic equations

Having the integral equation (2.7) or its symmetric version (2.10), we can construct a standard Random
Walk based on the Neumann-Ulam scheme, with the phase space γ1∪γ2. Moreover, we can also construct
different iterative methods, e.g., SOR method, directly for these equations. However for more general
domains, it is convenient to deal with discrete Random Walks. To this end, we need to approximate the
integral equations by the relevant system of linear algebraic equations.

So let us approximate the system of integral equations (2.13) by a system of linear algebraic equations.
We choose a set of nodes x1, . . . ,xm1+1 uniformly on the arc γ1 and y1, . . . ,ym2+1 on γ2 generating by the
uniform polar angles distributions (the end points are included). These meshes subdivide γ1 and γ2 in the

set of arches γ(i)1 , i = 1, . . . ,m1 and γ(i)
2 , i = 1, . . . ,m2, respectively. Of course, the nodes can be chosen

not uniformly, say, according to some distribution which generates the nodes more densely around the
singular points where the arches do intersect.

Since the Poisson kernel p(y;x) has a singularity, it is convenient to take the approximation in the form:

Z

γ1

p(y;yk)v2(y)dSy =
m1+1

∑
i=1

p(1)
i (xi,yk)v2(xi), k = 2, . . . ,m2,

and analogously,

Z

γ2

p(x′;xk)v1(x′)dSx′ =
m2+1

∑
i=1

p(2)
i (yi,xk)v1(yi), k = 2, . . . ,m1,

where
p(1)

i (xi,yk) =
Z

γ(i)
1

p(y;yk)dSy , p(2)
i (yi,xk) =

Z

γ(i)
2

p(x′;xk)dSx′ . (2.21)

These coefficients can be evaluated explicitly, using the formula (2.5). The same approximation is used
to calculate the right hand sides f1 and f2 in all grid points. Thus we come to a discrete approximation
of (2.13) in the form of the following system of linear algebraic equations

w(k) =
m1+m2

∑
i=2

aik w(k) +F(k), k = 1, . . . ,m1 +m2 , (2.22)

or in a matrix form w = Aw+F.

Here the column-vector w = (w1,w2)T consists of two column-vectors: w1, whose components approxi-
mate the function v1, and w2 approximating the function v2. The same for the vector F .

Note that the matrix A is a square matrix, it has a 2× 2-block form, with zero diagonal blocks, and
rectangular blocks A12 and A21 relating the vectors w1 and w2.

We use in our calculations also a slightly different approximation, by applying an appropriate inter-
polation of the integrated functions v and F , and applying a 12-point refinement Gauss approximation
formula in the end points of the arc.

2.3 Extension to domains consisting of a set of overlapping discs

Generalization to connected domains consisting of n arbitrarily overlapping discs is not difficult, the main
problem is to choose a convenient numeration of the arches inside the discs. Generally this is a tricky
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problem but not too difficult for computer implementation. We have written a code which automatically
generates a numeration, and the relevant matrix A of the generated system of linear equations.

There are domains for which the structure of the matrix kernel of the system of integral equations is very
simple and convenient both for theoretical analysis and computer implementation. For example, assume
that each disc is overlapping only with two immediate neighbour discs which are non-overlapping - see
Figure 3. The relevant system of integral equations is written in a block matrix form, whose general
structure is shown below in (2.25) for the case when the domain is a chain of 5 overlapping discs.

This is a particular example belonging to a more general class of domains which we will call DS2-
domains (DS stands for discs, index 2 means the generated matrix is cyclic of index 2).

Definition. A DS2-domain is defined as follows: (1) the domain is a connected union of overlapping
discs, (2) each disc may overlap with an arbitrary number of discs but each intersection is a result
of overlapping of only two discs, (3) any subset of discs which is a closed family of discs (a chain of
successively overlapping discs where the first disc overlaps with the last disc, (e.g., see Figure 6) consists
of an even number of discs.

Property A1. In a DS2-domain, the numbering of the arches can be chosen so that the generating matrix
kernel G of the integral operator G is a cyclic matrix of order 2 and hence it has the following block form

G =
⎧⎪⎪⎩ 0 G12

G21 0

⎫⎪⎪⎭ . (2.23)

This numbering of arches we call a consistent numbering.

Indeed, the consistent numbering is constructed as follows. Let us index the discs successively following
say a clockwise direction, as 1,2, . . . ,n. We divide all the discs in two different classes of discs: the first
class (say, “red” discs) includes the discs with odd indices 1,3,5, . . ., and the second class includes the
discs (say, “black” discs) with even indices. Now, the numbering of arches is as follows: first we number
successively along the chosen direction the arches of the discs belonging to the first class, and then turn,
in the last disc, to numbering successively the arches of the discs in the second class. For illustration
we show in Figures 5 - 7 examples of DS2-domains, with the red-black indexation: a simple chain of 5
discs in Figure 5, with the matrix A given schematically in Figure 4, left picture; a closed set of 6 discs
in Figure 6, and a more complicated set of 17 discs in Figure 7.

By the construction of the indexation it is clear that the matrix G has the desired block structure (2.23)
where G12 and G21 relate the arches of the first and second groups of discs.

By Property A1, and from the block structure (2.23) the following property readily follows.

Property A2. Let D be an arbitrary DS2-domain, with a consistent numbering of the arches, and let us
take the decomposition G = L +U where L is the left, and U the right triangular operators whose
matrix kernel is given by (2.23). Then the following equalities are true

(E −ωL)−1 = E + ωL and L2 = U2 = 0, (2.24)

where ω is an arbitrary parameter.

This property will be used in Section 4 where we construct a SOR method for solving this kind of linear
equations.

To illustrate how different can be the generating matrix for different numbering, we consider the domain
consisting of n = 5 discs presented in Figure 3. First, let us choose the simplest successive numbering of
all arches of our phase space, say, from left to right.

10



Figure 3: A chain of 5 discs, generating a system of 8 integral equations.

Introducing k = 2(n−1) functions vi and writing the Poisson formulae in each disc we come to a system
of k integral equations v = Gv + f where the kernel of the matrix integral operator G is a k× k-matrix
G which has the following structure: in the first row, only the kernel G12 is not zero, the second and the
third rows have the following non-zero kernels: G21,G24 and G31,G34. The same for the rows 4 and 5:
the non-zero entries are G43,G46 and G53,G56, etc., so that the j-th’ row non-zero entries ( j is even) are
Gj, j−1 and Gj, j+2, while the j + 1-th’ row non-zero entries are Gj+1, j−1 and Gj+1, j+2. The last row has
only one non-zero entry: Gk,k−1. So the kernel matrix G has the following structure ( n = 5 discs, and
number of arches k = 8):

G =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

0 G12 0 0 0 0 0 0
G21 0 0 G24 0 0 0 0
G31 0 0 G34 0 0 0 0

0 0 G43 0 0 G46 0 0
0 0 G53 0 0 G56 0 0
0 0 0 0 G65 0 0 G68

0 0 0 0 G75 0 0 G78

0 0 0 0 0 0 G87 0

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
. (2.25)

We will show now that to ensure that the system of linear algebraic equations u = Au + f
obtained as described above is a good approximation to the exact system of integral equations
it is enough to prove that (E −A)−1 exists. This in turn is ensured by the fact that our matrices
are all substochastic, and their spectral radii are all less than 1.

Let D be a DS2-domain with the boundary Γ = ∂D. Let us consider an arbitrary disc of this
domain, say, K(xk,Rk) with S(xk,Rk) = ∂K(xk,Rk) which is overlapped with say mk other discs.
Then, S(xk,Rk) consists of two sets of arches: one set (we denote it by γ̃k) consists of arches
lying in the overlappings, and the second one (we denote it by Γ̃k) is a part of the boundary Γ.

Assume that we have fixed some numbering of the arches in our domain D, and the relevant
numbering of the functions so that the function v j(x) is defined on the arc γ j. This numbering
generates a block matrix A whose entries are constructed as follows. Let us fix an arc γ j ∈
K(xk,Rk), then the j-th block row consists of mk non-zero blocks; we denote the integer set of
numbering these blocks by J j, so that ∑

l∈Jj

means that the sum is taken over all blocks in j-th

block row.

Now we estimate the difference between v j(xi), the exact solution of the system of integral

equations taken on j-th arc at a point xi ∈ γ j, and the approximation u( j)
i taken as the i-th

component of the solution of our linear equation (ith row in the j-th block of the matrix A):
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ε( j)
i = u( j)

i − v j(xi) . Hence the error vector ε has in j-th block the components ε( j)
i .

Let us also define the error vectors δ and δ f with entries δ(γ̃ j)
i and δ(Γ̃ j)

i , the errors of approxi-
mation of the Poisson integrals (of the function v and of the boundary function ϕ, respectively)
for j-th arc taken over the set of arches γ̃l and Γ̃l . Thus we can write for the i-th row in the jth
block:

u( j)
i − v j(xi) = ∑

l∈Jj

nl

∑
k=1

a(l)
ik u(l)

k − ∑
l∈Jj

Z

γl

p(y;xi)vl(y)dS(y)+δ(Γ̃ j)
i

= ∑
l∈Jj

nl

∑
k=1

a(l)
ik (u(l)

k − vl(xk))+δ(γ̃ j)
i +δ(Γ̃ j)

i .

Thus written in the matrix form these relations are

ε = Aε+δ+δ f . (2.26)

Let Δϕ = max
i

(ϕi+1 −ϕi) be the maximum difference taken over the all angular meshes. For

simplicity we take simple estimations ‖δ‖ < C1Δϕ and ‖δ f ‖ < C2Δϕ. Therefore, we have

‖ε‖ ≤ ‖(E −A)−1‖(C1 +C2)Δϕ . (2.27)

2.4 Spectral radius estimations

The explicit expression for the spectral radius given in Theorem 2.2 could be obtained only for
two overlapped discs. For domains with 3 and more discs, we will get an estimation for the
spectral radius of the integral operator of our problem.

Let us first analyze the eigenvalue problem for the system of integral equations (2.13) for a
DS2-domain consisting of three discs, with a consistent numbering of the arches. In this case
we have 4 integral equations for the function u1,u2,u3,u4 defined on the arches γ1,γ2,γ3 and γ4,
respectively. Let P be a 4×4 matrix whose non-zero entries are defined by

Pi j =
Z

γ j

p(y;x)dSy, x ∈ γi, (i, j) = (1,2),(2,1),(2,4),(3,1),(3,4),(4,3).

So by definition, Pi j is the probability of the transition x ∈ γi → γ j, for the pairs of arches
(i, j) = (1,2),(2,1),(2,4),(3,1),(3,4),(4,3).

The integrals

P12 =
Z

γ1

p(y;x)dSy, P43 =
Z

γ3

p(y;x)dSy,

do not depend on the point x, and P12 = P21,P34 = P43, see Theorem 2.1. But P24 and P31 do
depend on the point x. It is not difficult to find a point x∗ where P24 reaches its maximum P̄24;
the same for P31.

Indeed, let us denote by x1 and x2 the points of intersection of the second and third discs,
S(O2,R2) and S(O3,R3). We construct now a disc S(O23,R23) which goes through the points
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x1 and x2, and touches the first disc at a point x∗ ∈ γ2. Then the point x∗ is the desired point
where P24 reaches its maximum P̄24. Indeed, of all the points of the arc γ2, the point x∗ is the
point with a maximum angle of view of the arc γ4. As follows from the proof of Theorem 2.1,
πP24(x) equals the difference between this angle of view and θ∗

23, the angle of view of the arc γ4

from the center O2. This implies that x∗ is indeed the point where P24(x) reaches its maximum.
Moreover, by Theorem 2.1, P̄24 is equal to θ̄23/π where θ̄23 is the angle of view of the segment
(O2,O23) from the intersection point x1 or x2. The same is true for P31: P̄31 = θ̄31/π.

Let us find the eigenvalues of the matrix P̄ which is obtained from P by changing P24 and P31

with P̄24 and P̄31, respectively. Simple calculations give

λ2
1,2 =

P2
12 +P2

34 ±
√

(P2
12 −P2

34)2 +4P12P̄24P43P̄31

2
. (2.28)

The estimation for any eigenvalue of the eigenvalue problem λu = Gu is now carried out di-
rectly, as we have done in the case of two discs: from the first equation we have |λ| |u1(x)| ≤
P12 |u2(y∗)| for any x, y∗ being the point of maximum of u2. The value |u2(y∗)| is estimated
from the second equation, etc. Simple calculations yield finally:

(λ2 −P2
12)(λ

2−P2
34) ≤ P12P̄24P34P̄31. (2.29)

The form of this parabola shows that λ2
1,2 given by (2.28) are exactly the values where the

inequality (2.29) becomes an equality. Thus for any eigenvalue λ we have the estimation: |λ| ≤
max
i=1,2

|λi|. This shows that the spectral radius is mainly defined by the value max{P12,P34}.

Indeed, the values P̄24 and P̄31 are small, compared to P12 and P34, as explained above, so we
conclude from (2.28) that ρ(G) ≈ max{P12,P34}+ ε, where ε is a small value.

Analogous estimations can be obtained for the general case of DS2-domains. For arbitrary con-
nected domains consisting of a finite number of overlapped discs one can use simple estimation

ρ(G) ≤ max
k=1,...,n

m

∑
j=1

Pk j (2.30)

where n is the total number of rows, and m is the total number of columns in the system of
matrix-integral equations; here it is assumed that for all arches which are not the near neigh-
bours, Pk j are changed with a majorant of type P̄k j.

3. The system of Lamé equations

In this section we will extend the approach presented in Section 2 to a system of elliptic equa-
tions (Lamé equation) governing a static 2D elasticity problem. As mentioned in the Intro-
duction, for elliptic systems, probabilistic representations in the form of an expectation over
diffusion processes are not known. We mention some efforts to treat this problem. In [17],
a direct generalization of the Walk on Spheres process to the Lamé equation was attempted,
however the main problem of divergence there was unperceived. In [2], the authors applied
the Malliavian calculus to construct an iterative procedure, but it was also unseen that the vari-
ance is increasing to infinity with the number of iterations. Note also that a model to treat a
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crack problem described in [16] appeals to an analogy with the diffusion limited aggregation
but without any convergence analysis.

Suppose a homogeneous isotropic elastic body D ⊂ IRn with a boundary Γ is given, whose state
in the absence of body forces is governed by the classical static elasticity equation, the Lamé
equation, see, e.g., [12], [27]:

Δu(x)+αgraddivu(x) = 0, x ∈ D, (3.1)

where u(x) = (u1(x1, . . . ,xn), . . . ,un(x1, . . . ,xn)) is a vector of displacements, whose compo-
nents are real-valued regular functions. The elastic constant α

α =
λ+µ

µ

is expressed through the Lamé constants of elasticity λ and µ. It can be expressed through
the Poisson ratio ν = λ/2(λ +µ) as follows: α = 1/(1−2ν). The Poisson ratio characterizes
the relative amount of the change of the transverse to longitudinal displacements. It is known
that due to thermodynamical reasons ν is bounded between −1 ≤ ν < 0.5. This implies for α:
1/3 ≤ α < ∞. So there are materials with negative values of ν (α varies in 1/3 ≤ α ≤ 1), and
materials with ν ≈ 0.5. The last case is very difficult for computational treating.

The first boundary value problem for the Lamé equation consists in finding a vector function
u ∈C2(D)∩C(D̄) satisfying the boundary condition

u(y) = g(y), y ∈ Γ , (3.2)

where g ∈C(Γ) is a given vector-function.

In a full analogy with the Laplace equation, we will use the integral formulation of the given
boundary value problem which is based on the spherical mean value relation which is a gener-
alized Poisson formula. In what follows we deal with the two-dimensional case.

Let us consider an arbitrary point x = (x1,x2) with polar coordinates (r,ϕ′) inside a disk K(x0,R)
centered at x0 = (x01,x02). The point y = (y1,y2) situated on the circle S(x0,R) has the coordi-
nates (R,θ), where θ = ϕ′ +β, and z is defined by z = y− x, β is the angle between the vectors
x and y; ψ is the angle between x and z. Define also the angle ϕ by ϕ = ϕ′ +ψ. The following
statement given in [27] is a generalization of the Poisson formula:

Theorem 3.1. The solution to the equation (3.1) satisfies the following mean value relation, x
being an arbitrary point in K(x0,R):

ui(x) =
R2 −|x− x0|2

2πR

2

∑
j=1

Z

S(x0,R)

bi j(x,y)u j(y)
|x− y|2 dSy , i = 1,2, (3.3)

where bi j are functions of x,y, explicitly represented as the entries of the following matrix

B =
α

α+2

⎛
⎜⎝

2
α +2cos2 ϕ+ |x−y|

R cos(θ+ϕ) 2cosϕsinϕ+ |x−y|
R sin(θ+ϕ)

2cosϕsinϕ+ |x−y|
R sin(θ+ϕ) 2

α +2sin2 ϕ− |x−y|
R cos(θ+ϕ) .

⎞
⎟⎠
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Since by definition we have

cosθ =
y1 − x01

R
, sinθ =

y2 − x02

R
, cosϕ =

y1 − x1

|x− y| , sinϕ =
y2 − x2

|x− y| ,

we get

b11 = 1+
α

α+2

[
(y1 − x1)2 − (y2 − x2)2

|x− y|2 +
(y1 − x1)(y1 − x01)− (y2 − x2)(y2 − x02)

R2

]
,

b22 = 1− α
α+2

[
(y1 − x1)2 − (y2 − x2)2

|x− y|2 − (y1 − x1)(y1 − x01)− (y2 − x2)(y2 − x02)
R2

]
,

b12 = b21 =
α

α+2

[
2

(y1 − x1)(y2 − x2)
|x− y|2 +

(y2 − x2)(y1 − x01)+(y1 − x1)(y2 − x02)
R2

]
.

In the notation of p(y;x) introduced in (2.4), the relation (3.3) reads in the matrix form:

u(x) =
Z

S(x0,R)

p(y;x)Bu(y)dS(y) . (3.4)

Taking this representation for two overlapping discs (see Figure 1), we can derive a system of
4 integral equations defined on the arches γ1 and γ2. Indeed, let us introduce the notations:

v(1)
1 (x) = u1(x) and v(2)

1 (x) = u2(x) for x ∈ γ1, and v(1)
2 (x) = u1(x) and v(2)

2 (x) = u2(x) for x ∈ γ2.
Then the analog of the system (2.13) can be written as v = Gv+F, or in more details,⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

v(1)
1

v(2)
1

v(1)
2

v(2)
2

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 B11 B12

0 0 B21 B22

B̂11 B̂12 0 0

B̂21 B̂22 0 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

v(1)
1

v(2)
1

v(1)
2

v(2)
2

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

+

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

f (1)
1

f (2)
1

f (1)
2

f (2)
2

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(3.5)

where the integral operators Bi j, i, j = 1,2 are defined, according to (3.3), for the points of the

first disc x ∈ K(x(1)
0 ,R1):

Bi jv
( j)
2 (x) =

Z

γ2

p(y;x)bi j(x,y)v( j)
2 (y)dS(y), i, j = 1,2 ,

while the integral operators B̂i j, i, j = 1,2 are defined for the points of the second disc

x ∈ K(x(2)
0 ,R2):

B̂i jv
( j)
1 (x) =

Z

γ1

p(y;x)bi j(x,y)v( j)
1 (y)dS(y), i, j = 1,2 .
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The functions f j
i are defined analogously:

f ( j)
i (x) =

2

∑
k=1

Z

Γi

p(y;x)b jk(x,y)gk(y)dS(y), i, j = 1,2 .

It should be noted that the equivalence of the system (3.5) and the boundary value problem (3.1
), (3.2) is not evident, in contrast to the case of the Laplace equation. Indeed, the L1-norm of
the integral operator is generally larger than 1, so we have to use finer properties. Indeed, let us
estimate the L1-norm. Simple evaluations yield:

‖G‖L1 ≤ Qα

(
1− θ∗1

π
− θ∗2

π

)
(3.6)

where

Qα =
2+4

√
2α

α+2
. (3.7)

In the general case of a DS2-domain we obtain by (2.30)

‖G‖L1 ≤ Qα max
k=1,...,n

m

∑
j=1

Pk j . (3.8)

This estimation shows that ‖G‖L1 can be made less than 1 for a fixed value of α by a proper
choice of θ∗1, θ∗2, . . . ,θ

∗
n which would imply a restriction of the overlapping configuration. To be

free of such a restriction, we turn to the spectral radius estimation.

Theorem 3.2. The integral operator G of the system (3.5) is a Fredholm operator with kernels
continuous on x ∈ γ1 and y ∈ γ2, with the same type of singularities at the points of intersections
of the arches γ1 and γ2 as the singularities in the case of Laplace equation. The spectral radius
of G is less than 1 for any nonempty overlapping, which ensures the equivalence of the system
(3.5) and the boundary value problem (3.1), (3.2).

Proof. The first part of the statement immediately follows from the fact that the kernel func-
tions of the integral operator G are represented as products of bounded functions bi j and the
function p(y;x). The property ρ(G) < 1 can be derived as a consequence of the result obtained
by Sobolev in [30]: the Schwarz alternation procedure for two overlapped domains, for the
boundary value problem (3.1), (3.2), constructed by the simple iteration of the Green formula
representations for these domains, is convergent. For details of this derivation see [27].

Note that it seems quite plausible that Sobolev’s arguments hold true for arbitrary connected
domains consisting of a finite number of overlapping discs, see [11].

The discrete approximation of the system of integral equations (3.4) in the form of a linear
system of algebraic equations is straightforward: using exactly the same nodes we obtain an
analog of (2.22). The error vector will have also the same form (2.26), with the estimation of
type (2.27). This follows from the structure of the kernel (3.4) represented as a product of the
Laplace kernel p(y;x) and smooth functions bi j(x,y). The difference with the Laplace equation
is in the entries: instead of a scalar element ai j we have a 2x2 matrix {bi j}. So all the stochastic
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iteration procedures we present in the next sections are equally applicable to systems of linear
algebraic equations generated by both the Laplace and Lamé integral kernels.

The principal difference of the Laplace and Lamé integral kernels is that the system of algebraic
equations generated by the Lamé integral kernel is not substochastic, in contrast to the case of
the Laplace integral kernel.

4. Monte Carlo Iteration methods

In this section we present different Monte Carlo iterative procedures for solving linear systems
of equations, generally being integral equations, with specific details for system of linear alge-
braic equations. First we present a general iterative procedure with random parameters which
in the deterministic limit tends to the iterative procedure with Chebyshev parameters. In the
next subsection we describe a randomized version of the successive over relaxation (SOR) type
method. Both classes of methods will be used then to solve our systems of linear equations.

4.1 A generalized Vorobiev’s stochastic iterative procedure with optimal
random parameters

Assume we have to solve a linear, generally, integral equation of the second kind:

u(x) =
Z

X

k(x,y)u(y)dy+ f (x) (4.1)

or in the operator form u = Ku+ f .

Standard Monte Carlo algorithms (known also as the Neumann-Ulam scheme) for solving this
kind of equations usually require that ρ(|K|) < 1, where the integral operator |K| is defined by
its kernel |k(x,y)|, ρ(|K|) is the spectral radius. Sabelfeld (see [21], and [22]) has extended the
Neumann-Ulam methods by applying conformal transformation of the spectral parameter. This
generates different iteration procedures which are convergent even if ρ(|K|) ≥ 1. However the
main problem - the variance finiteness of the relevant Monte Carlo estimator - was resolved
under certain restrictive assumptions. Further developments of this approach can be found in
[14].

Here we suggest to use a nonstationary iterative procedure, starting with u0 = 0,u1 = β0 f :

u j+1 = α ju j +β j( f +Kuj), j = 1, . . . , (4.2)

where α j,β j are some constants which we choose so that α j +β j = 1.

It should be stressed that we will deal here with two stochastic elements in the Monte Carlo
evaluation of the iterative procedure (4.2): the first one introduced by Vorobiev [31] suggests
to sample the parameters β j at random, according to a certain optimal probability distribution.
The second one is introduced by a Markov chain for a Monte Carlo calculation of the iterations
K j. Of course, these two elements can be used independently. For instance, in [31] the random
parameters were used to solve linear algebraic iterations where the matrix iteration A j were
calculated directly. On the other side, in our first algorithms, we have constructed a numerical
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procedure where in (4.2), the iterations K j were calculated by a Markov chain simulation, while
the parameters were deterministic, satisfying a convergence condition (see below (4.4)).

Simple analysis shows that if we assume that the eigenfunctions φl (defined through φk =
λkKφk) form a complete system in the space L2(X) of square-integrable functions on a space X ,
then the following estimation of the error can be made.

Let the initial error be ε0 = ∑∞
i=1 ciφi, then

εn =
∞

∑
i=1

ci

[
n

∏
j=1

(α j +β jλ−1
i )

]
φi =

∞

∑
i=1

ci

[
n

∏
j=1

(
1−β j

λi−1
λi

)]
φi . (4.3)

Hence if for all λi there exists a set of numbers β such that∣∣∣∣1−β
λk −1

λk

∣∣∣∣= qk < 1−δ, δ > 0 (4.4)

then for all β j belonging to this set the method converges.

Algorithm NIRP: Nonstationary Iterations with Random Parameters.

It is possible to construct different Monte Carlo estimators following this iterative procedure.
We prefer to construct biased estimators: first, we fix n, the number of iterations we will per-
form, and choose the numbers β0,β1, . . . ,βn−1 at random. How to make such a choice optimal,
we will discuss later.

Then we proceed as follows. We use for convenience the reversed indexation, so let β′
k = βn−k,

k = 1, . . . ,n. First we choose p(x,y), an arbitrary transition density function for our Markov
process such that p(x,y) �= 0 for (x,y) where k(x,y) �= 0. Start our Markov chain from the point
where the solution u(x0) should be found, say, x0, and take the current state as X = x0. The
current value of the iteration index is j = 1. Take the initial value of the weight as Q = 1. The
initial value of the random estimator is ξ = f (x0)β′

1. Then, make the following steps:

1. Sample uniformly in (0,1) a random number rand and check if rand > β′
j. If so, then

calculate the random estimator

ξ := ξ+Q f (X)β′
j+1 ,

and go to the next iteration which means that we put j := j + 1 and go to 1 (provided
j < n).

2. Otherwise if rand ≤ β′
j, we simulate the transition from the current state X to the next

state Y according to the transition density p(x,y). Then recalculate the weight Q :=
Qk(X ,Y)/p(X ,Y), and the random estimator is scored as ξ := ξ+Qβ′

j+1 f (Y ). The cur-
rent state is now renewed as i = k, X = Y ; we turn to the next iteration again by putting
j := j +1 and go to 1 if j < n.

After n steps we finish the evaluation of our random estimator ξ(x0). It is not difficult to show
that the constructed random estimator ξ is unbiased:

un(x0) = Eξ .
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Indeed, for i = 1,2 this is obvious since u0 = 0, u1 = β0 f . The next step is also the next step in
the Markov chain method since

u j+2 = (α j+1E +β j+1K)(α jE +β jK)u j +(α j+1E +β j+1K)β j f +β j+1 f ,

and so on. After n steps we will have

u j+n =

{
n

∏
i=1

(α j+n−iE +β j+n−iK)

}
u j

+
n−1

∑
k=1

[{
n−k

∏
i=1

(α j+n−iE +β j+n−iK)

}
β j+k−1 f

]
+β j+n−1 f . (4.5)

Written in this form, the iteration procedure can be clearly evaluated as described in the above
algorithm.

Optimal random parameters βk.

As mentioned above, the parameters βi can be chosen deterministically, say, according to the
Chebyshev iteration method which is based on polynomials uniformly close to zero, e.g., see
[13]. However in our method, it is quite natural to choose these parameters randomly, according
to a minimization of the probabilistic error (see [31]). Remarkably, the Chebyshev choice of
parameters will follow from this probabilistic approach.

To analyze the error, it is convenient to work with the operator H = E −K. We introduce the
corresponding polynomial by

Pn(t) =
n

∏
i=1

(1−βit) . (4.6)

By the definition of the iterations (4.2), and taking into account that α j = 1−β j, Hu = f , and
ε j = u−u j, we readily find that

ε j+n = Pn(H)ε j . (4.7)

It is the general idea, in the iterative methods, to make the polynomial Pn(t) as close to zero as
possible, and in the deterministic approach the problem was solved by Markov and Chebyshev
(e.g., see [13]).

There is another approach suggested in [31] where the parameters βk are sampled at random,
and it is then natural to measure the error in the probabilistic sense.

So let us assume that we have chosen n random numbers β1, . . . ,βn which are equally and
independently distributed on some interval. Then the polynomial Pn is a random variable, and
we can write:

ln |Pn| =
n

∑
k=1

ln pk (4.8)

where pk = |1−βkt|. Note that the random numbers ln pk are equally and independently dis-
tributed, so we can apply the central limit theorem. This implies that as n increases, the distri-
bution density function of ln |Pn| tends to a Gaussian distribution density

K(x) =
1√

2πnD
exp
{
− (x−na)2

2nD

}
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where a = 〈ln |1−βkt|〉 is the expectation, and D - the variance of ln pk. Standard considerations
yield

P
(
|Pn| > ε

)
≈ 1−Φ

(
ln(ε)−na√

2nD

)

where Φ is the function Φ = 2√
π

R x
0 e−t2

dt. From this follows that to ensure that the probability

of deviation of Pn(t) tends to zero we have to require that the expectation a is negative.

Let ϕ(x) be the distribution density of βk which is defined on the interval [M−1,m−1] where m
and M are the lower and upper boundaries of the spectrum of the operator E−K. Thus we have

a =

1/mZ

1/M

ln |tx−1|ϕ(x)dx D =

1/mZ

1/M

(ln |tx−1|−a)2 ϕ(x)dx . (4.9)

In [31] it is suggested that the expectation a should not depend on t, which implies that

da
dt

=

1/mZ

1/M

xϕ(x)
tx−1

dx = 0 . (4.10)

A density function on [M−1,m−1] which solves (4.10) has the form:

ϕ(x) =
1

πx
√

(1−mx)(Mx−1)
. (4.11)

This gives

a = − ln

√
M +

√
m√

M−√
m

, (4.12)

and

D < π2 +8ln2

√
m
M

+O((
m
M

)3/2) . (4.13)

From this, an estimation of the number of iterations n required to reach the error ε can be derived

n >
ln(ε)

a
where the expectation a is given by (4.12).

One might argue that Vorobiev’s suggestion to choose the density ϕ under the condition that
the expectation a is independent of t looks unjustified. However in his second paper [32] it was
shown that in some sense, this choice cannot be improved.

Sampling from the density ϕ is simple: by the inversion method we find first the simulation
formula for the random number β−1

k , which finally yields

βk =
2

(M−m)cos(π randk)+M +m
(4.14)

where randk are random numbers uniformly distributed on (0,1). A variance reduction can be
achieved by the following modification: the interval is uniformly divided into n equal subinter-
vals, and then, change in the simulation formula (4.14) randk with ( j− rand j)/n where j are
integer numbers which cyclically vary with period n as j = 1, . . . ,n, and rand j are random num-
bers uniformly distributed on (0,1). Remarkably, if rand j are changed with their expectations
0.5, we come to the method with optimal Chebyshev parameters, see [31].
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4.2 SOR method

Let us start with the simple case of two overlapping discs and the governing system of integral
equations (2.13). The matrix kernel G can be represented as G = L +U where L and U are
the lower and upper - triangular operators, respectively:

Lv =

(
0 0R

γ1

p(x′;y) ∗(x′)dSx′ 0

)⎛⎝v1

v2

⎞
⎠=

⎛
⎜⎝

0

R
γ1

p(x′;y)v1(x′)dSx′

⎞
⎟⎠

and

Uv =

(
0

R
γ1

p(y;x) ∗(y)dSy

0 0

)⎛
⎝v1

v2

⎞
⎠=

⎛
⎜⎝

R
γ2

p(x′;y)v2(x′)dSx′

0

⎞
⎟⎠ .

Introducing a scalar parameter ω we rewrite our equation v = Gv+F in the form:

v = (E −ωL)−1[(1−ω)E +ωU]v+ω(E −ωL)−1F . (4.15)

This is a general form of transformation which is used to construct SOR method as a simple
iteration method for (4.15) (e.g., see [33] and [13]). Note that in the case we consider here, i.e.,
for DS2-domains, with a consistent numbering of arches, (E−ωL)−1 = E +ωL , therefore, our
equation has the following simple form

v = Tωv+d (4.16)

where
Tω = (E +ωL)[(1−ω)E +ωU], d = ω(E +ωL)F .

Now we notice that all this is true for any DS2-domain, since here we have used only (2.24), the
Property A2, which holds for such domains.

Now, if ρ(|Tω|) < 1, we can apply the standard Neumann-Ulam scheme. It can be applied
directly to the integral form, or to the approximating system of linear algebraic equations. Here
it is convenient again to use a Markov chain of length n, to evaluate the n-th approximation.

Note that in the case of matrix operators, there are well known interrelations between the spectra
of G and Tω, (e.g., see [33], [18], [8]) which can be used to analyse the convergence and
variance of stochastic methods. Here we show an analogous result for integral operators.

Theorem 4.1. Assume that D is an arbitrary DS2-domain. The eigenvalues λT of the integral
operator Tω and the eigenvalues µ of the original integral operator G = L +U are related by

(λT +ω−1)2 = λT ω2µ2 . (4.17)

Hence, for each i, the two numbers

λ±
T,i =

{ωµi ±
√

ω2µ2
i −4(ω−1)

2

}2
= 1−ω+

µ2
i ω2

2
± µiω

2

√
µ2

i ω2 +4−4ω (4.18)
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are eigenvalues of the operator Tω.

Proof. In the transformations below we use the property (2.24) which is true for an arbitrary
DS2-domain. Simple transformation of the eigenvalue problem

Tω v = λT v

yields:
(1−ω−λT )Ev+ωUv+λT ωLv = 0,

hence,

(U +λT L)v =
λT +ω−1

ω
v . (4.19)

Second iteration of (4.19) results in

(U +λT L)2 v = λT (UL +LU)v =
(λT +ω−1

ω

)2
v . (4.20)

Note that the second iteration of the original eigenvalue problem (L +U)w = µw reads:

(U +L)2w = (LU +UL)w = µ2 w. (4.21)

Comparison of (4.20) and (4.21) yields

1
λT

(λT +ω−1
ω

)2
= µ2 (4.22)

which proves (4.17). The relation (4.18) follows immediately from (4.17).

It is well known (e.g., see [33]) that the necessary condition for the convergence of the SOR
method is |ω−1| < 1, and the minimum of λT is attained at

ωopt =
2

1+
√

1−ρ2(G)
. (4.23)

Moreover, for any ω in the range 0 < ω < 2,

ρ(Tω) =

⎧⎪⎨
⎪⎩
[
ωρ(G)+

√
ω2ρ2(G)−4(ω−1)

]2
/4 i f 0 < ω ≤ ωopt ,

ω−1 i f ωopt ≤ ω < 2 .

(4.24)

We will use the relation (4.18) to estimate the variance of our stochastic algorithm for solving
the Lamé equation in Section 5.2.

Remark 4.1. The estimation (5.6) obtained in the next section and calculations of Section 6 will
show that the best results are obtained with a Random Walk method based on the Gauss-Seidel
method, i.e., SOR method with ω = 1, when ρ(Tω) = ρ2(G). For illustration, we show in Tables
1 and 2 the general structure of the relevant kernel matrices Tω for the case of a DS2-domain
consisting of 5 discs (see Figure 5) where Ai j stand for the relevant kernels of the original
system of integral equations.
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Figure 4: General structure of block matrices for the consistent numbering through “Red-Black” index-
ation. Left picture: 5 discs shown in Figure 3. Right picture: The same geometry, but for 6 discs.

Rω =

0 0 0 0 0 0 0 ωA18

0 0 0 0 0 ωA26 ωA27 0

0 0 0 0 0 ωA26 ωA27 0

0 0 0 0 ωA45 0 0 0

0 0 ω2A53 ω2A54 ω2A54A45 ω2A53A36 ω2A53A37 0

0 0 ω2A63 ω2A64 ω2A64A45 ω2A63A36 ω2A63A37 0

ω2A71 ω2A72 0 0 0 ω2A72A26 ω2A72A27 ω2A71A18

ω2A81 ω2A82 0 0 0 ω2A82A26 ω2A82A27 ω2A81A18

Table 1: Matrix Rω in the kernel matrix of SOR: Tω = (1−ω)E + Rω, for 5 discs shown in

Figure 5. Here ω2 = ω(1−ω).

Tω =

0 0 0 0 0 0 0 A18

0 0 0 0 0 A26 A27 0

0 0 0 0 0 A26 A27 0

0 0 0 0 A45 0 0 0

0 0 0 0 A54A45 A53A36 A53A37 0

0 0 0 0 A64A45 A63A36 A63A37 0

0 0 0 0 0 A72A26 A72A27 A71A18

0 0 0 0 0 A82A26 A82A27 A81A18

Table 2: The kernel matrix of the Gauss-Seidel method (ω = 1), for 5 discs shown in Figure 5.
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Figure 5: “Red-Black” indexation. A DS2-domain with 5 discs.

Figure 6: “Red-Black” indexation. A DS2-domain as a closed chain of 6 discs.

Figure 7: “Red-Black” indexation. A DS2-domain with 17 discs, which includes 4 closed subsets of

even number of discs.
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5. Discrete Random Walk algorithms

In this section we present stochastic algorithms for solving systems of linear algebraic equations

constructed as discrete approximations to the relevant integral equations, as described in Sec-

tions 2 and 3. The stochastic algorithms are based on discrete versions of the iteration methods

described in Section 4.1 (iteration method (4.2) with its stochastic implementation in Algorithm

NIRP, and in Section 4.2 (SOR, based on the transformation (4.16)).

These algorithms can be considered as a Random Walk approach for solving the relevant system

of linear algebraic equations on the basis of relevant iteration method which is different from

the conventional Monte Carlo method based on the convergent Neumann series.

5.1 Discrete Random Walk based on the iteration method (4.2)

Let us consider a system of linear algebraic equations (LAE) which approximates the relevant

system of integral equations for our domain: this can be, e.g., the system of type (2.7) in the

case of Laplace equation, or (3.5) - for the Lamé equation. The LAE can be written in its direct

form, or in the form related to the appropriate indexation generated by the consistent numbering

for the DS2-domains. We stress that the form of LAE is not important for the stochastic methods

we suggest below.

So assume that we have to construct a Monte Carlo algorithm for a system of m linear algebraic

equations

xi =
m

∑
j=1

ai jx j +bi, i = 1, . . . ,m

or in the matrix form,

x = Ax+b . (5.1)

We assume that Max, min, the maximal and minimal eigenvalues of the matrix A are known or

at least estimated.

Here we adopt the algorithm described in Section 4 for integral equations, to LAE (5.1). We

will construct unbiased random estimators ξn for un, the n-th iteration of the process (4.2) to the

solution x, and more precisely, to its l-th component xl .

First of all, we have to choose a nonnegative transition density matrix p(i → j); i, j = 1, . . . ,m,

∑m
j=1 p(i → j) = 1 for all i, which is consistent with the matrix A, i.e., p(i → j) �= 0 if ai j �= 0.

It is convenient to take

p(i → j) = pi j =
|ai j|

∑m
j=1 |ai j| .

This ensures that the random walk will be concentrated only on non-zero elements which is

important since we deal with sparse block matrices. We will not have absorptions in our random

walk. The Random Walk algorithm can be presented as follows:
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0. The initial score is set to zero: S = 0.

1. Choose n random parameters according to the formula:

β(i) =
2

Max+min+(Max−min)cos(πrand(i))
, i = 1, . . . ,n

where rand(i), i = 1, . . . ,n are independent samples generated by a rand-generator. Calculate

the initial value of the estimator as ξn = bl β(1).

2. Set the initial weight Q = 1, and the initial number of iteration j = 1; fix the initial state as

i = l.

3. Take a sample α j = rand( j); if α j > β( j), then calculate ξn := ξn +Qbi β( j +1), and make

the next iteration, i.e., j := j + 1 and go to p.3 if j, the number of iterations is less than n;

otherwise, if j = n, make a score S := S+ξn, and start the new statistics from p.1.

4. Otherwise, if α j ≤ β( j), we simulate the transition from the old state i to the new state k

according to the density p(i → k). If the dimension of the problem is very large, we can use

the economic algorithm described below in Section 5.2. Recalculate the weight and the random

estimator:

Q := Qaik/pik , ξn := ξn +Qβ( j +1)bk ,

then, renew the state as i = k, and go to the next iteration, i.e., j := j + 1, and go to p.3, if j,

the number of iterations is less than n; otherwise make a score S := S + ξn, and start the new

statistics from p.1.

Averaging the estimator over statistics of size N gives the result: xl ≈ S/N.

5.2 Discrete Random Walk method based on SOR

Here we present two variants of the Random Walk algorithm. Let D be a DS2-domain, so that

(E −ωL)−1 = E +ωL, and hence our system (5.1) can be rewritten in the form

x = Tx+ f , (5.2)

where T = (E +ωL)((1−ω)E +ωU), and f = (E +ωL)b.

The first algorithm for calculation of n-th approximation is based on a direct randomized cal-

culation of the finite number of iterations of the operator T , i.e., by evaluation of the Neumann

series f +T f +T 2 f + . . .+T n f + . . . . As in the previous section, we do not introduce absorp-

tion in our Markov chain. So to calculate the component xl of the solution to (5.2), we suggest

the following algorithm.

0. The initial score is set to zero: S = 0.

1. Fix n, the number of iterations to be made, and choose the parameter ω, say, equal to ωopt

given by (4.23), or to 1, as in the Gauss-Seidel method. Calculate the matrix T , and the vector

f .
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2. Set the initial weight Q = 1, the number of iteration j = 1, and the current state of the Markov

chain i = l. The initial value of the estimator is set as ξn = fl .

3. Simulate the transition from the state i to the new state k according to the density p(i → k)
which is chosen, e.g., as in the method of the previous section:

p(i → k) = pik =
|tik|

∑m
j=1 |ti j| .

Racalculate the weight and the random estimator:

Q := Qtik/pik , ξn := ξn +Q fk ,

then, renew the state as i = k, and go to the next iteration, i.e., j := j + 1, and go to p.3, if j,

the number of iterations is less than n; otherwise make a score: S := S +ξn, and start the new

statistics from p.1.

Averaging the estimator over statistics of size N gives the result xl ≈ S/N.

Another version of this is algorithm follows from the factorization of the SOR operator. Let

l(i, j) and u(i, j) be the entries of the triangular matrices L and U , respectively, and let al(i, j) =
δi j +ωl(i, j), au(i, j) = (1−ω)δi j +ωu(i, j) where δi j is the Kronecker symbol. According to

the representation T = (E +ωL)[(1−ω)E +ωU ], we make the transition from the state i to state

k in two steps: first, sample the transition from i to a state i′ according to the matrix E +ωL (i.e.,

the transition i → i′ is sampled from the pdf pl(i, i′) defined below in (5.3)), and then make the

transition i′ → k according to the matrix ((1−ω)E +ωU) (i.e., the transition i′ → k is sampled

from the pdf pu(i′,k) also defined in (5.3)). In each step the weight is recalculated, so that in

the first step Q := Qal(i, i′)/pl(i, i′) and then, Q := Qau(i′,k)/pu(i′,k), with the final random

estimator ξn := ξn +Q f (k).

The transition densities are defined by

pl(i, i′) =
|al(i, i′)|

∑m
j=1 |al(i, j)| , pu(i′,k) =

|au(i′,k)|
∑m

j=1 |au(i′, j)| . (5.3)

5.3 Sampling from discrete distribution

In the discrete random walks we use, the discrete distributions pi j are fixed, and therefore, to

sample from the discrete distributions, it is very convenient to use the algorithm suggested by

Walker (see [19]). We suggest below one of the possible implementations of this method.

So let p1, . . . , pn be a discrete distribution.

First, we arrange two arrows: a real array q1, . . . ,qn, and an integer array a1, . . . ,an. This is

done in the following procedure:
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1. Let qi = pi n, i = 1, . . . ,n.

2. Construct two initial sets of the set of indices 1, . . . ,n by Q = {i : qi < 1}, Q̄ = {1, . . . ,n}\Q.

3. For each element i of Q, do the following: take j ∈ Q̄ and recalculate q j := q j − (1−qi);
put ai = j; if q j < 1 then the set Q is extended by Q = Q∪{ j}, while Q̄ = Q̄\{ j}.

Note that here under "For each element i of Q" we understand that we have to go through all

the elements of the continuously renewed set of indices Q.

4. Recalculate qi := qi + i−1, i = 2, . . . ,n.

Having constructed these two arrays, q1, . . . ,qn and a1, . . . ,an, the procedure of modelling the

required random integer number l from the distribution p1, . . . , pn looks simple and uses only

one sample of the random generator rand, namely:

5. Put v = n · rand, nn = Int{v}+1

if v < qnn, then l = nn, else l = ann.

Note that we arrange the arrays “out of the loop”. This makes the algorithm extremely effi-

cient because the time to sample one transition i → k does not depend on the dimension of the

distribution p1, . . . , pn. In other words, the computer time is essentially not depending on the

number of nodes on the arches we use to approximate the integral equations by a system of

linear algebraic equations.

5.4 The variance of stochastic methods

The described algorithms are based on the convergent iteration processes (the nonstationary

process (4.2), and the stationary process SOR (4.16)), and on unbiased random estimators of

the iterations. However all this does not guarantee that the stochastic method is numerically

stable since the variance can be increasing with the number of iterations.

In the nonstationary process, the variance has an estimation (4.13), provided we can control the

variance coming from the randomized estimation of each iteration.

Let us consider the variance of the SOR method described in Section 5.2. It is well known (e.g.,

see [14]) that the Neumann-Ulam scheme for a linear equation x = Tx+ f has a finite variance if

ρ(T 2/p) < 1 where under T 2/p we understand here a matrix whose entries are defined through

the entries of the matrix T and the transition probabilities pik by t2
ik/pik.

We can derive an estiamtion of the spectral radius ρ(T 2/p) using the form of the transition

probabilities we have chosen in our scheme: pik = |tik|/∑m
j=1 |ti j|. Indeed, for such a choice, we

have obviously

ρ(T 2/p) ≤ ‖T‖1 ρ(|T |) (5.4)

where ‖T‖1 = max
i=1,...,m

m
∑
j=1

|ti j|, and |T | is a matrix with the entries |ti j|.
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For the norm ‖T‖1, we obtain the estimation

‖T‖1 ≤ |1−ω|+ωC1 +ω|1−ω|C2 +ω2 C3 (5.5)

where C1,C2 and C3 are some constants expressed through the probabilities Pi j and Pik Pk j.

These constants can be expressed through ‖L‖1 and ‖U‖1. Indeed, from the definition of the

matrix T we conclude that C2 = ‖L‖1, C1 = ‖U‖1, and C3 = ‖L‖1‖U‖1.

For the spectral radius ρ(|T |) we use the expression given by (4.18). Putting these estimations

in (5.4) we obtain the desired estimation

ρ(T 2/p) ≤
{
|1−ω|+ωC1 +ω|1−ω|C2 +ω2C3

}{
1−ω+

µ2ω2

2
+

µω
2

√
µ2ω2 +4−4ω

}
(5.6)

where µ = ρ(A), A being the original matrix of our linear system.

Note that for two discs, in the case of the Laplace equation, an explicit expression can be

obtained: since ρ(G) = λ0, we get for the Gauss-Seidel scheme (ω = 1) ρ(T 2/p) = λ4
0.

The behaviour of ρ(T 2/p) on the parameter ω in the general case of an arbitrary DS2-domain is

well described by the estimation (5.6) both for the Laplace and Lamé equations. In the interval

0 < ω < 1 it decreases polynomially, with the principal linear term, and for ω > 1 it increases

polynomially as well, with the principal term C3ρ(G)ω4. This is confirmed in our calculations,

see Figure 9 (Laplace equation, 5 discs - left panel, and Lamé equation with α = 5, for 5 discs

- right panel).

6. Numerical simulations

We present first the results of numerical experiments for the Laplace equation which illustrate

the convergence acceleration when using the SOR-based RWFS in comparison to the conven-

tional Random Walk on Spheres (RWS) method. Note that under RWS we understand here a

discrete random walk on the fixed discs, constructed according to the Neumann-Ulam scheme.

The main calculation results however concern the Lamé equation: here we give a detailed nu-

merical analysis of the new methods suggested. In particular, we analyze the behaviour of the

spectral radii of the SOR-based integral operators, in particular, how they depend on the param-

eters ω and α, the rate of overlapping, and the number of discs. For both Laplace and Lamé

equations we analyze the error of the method as a function of the number of iterations.

6.1 Laplace equation

The domain consists of four discs of radii 1, all equally pairwise overlapped with θ∗ = θ∗1 +θ∗2 =
0.5. The Laplace equation is solved by the standard random walk on spheres method (RWS),
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Figure 8: The relative error ε(n) as a function of n, the number of iterations, for the standard Random

Walk on Spheres method (RWS) - upper curve, and for the SOR-based RWFS. Geometry: 4 equal discs

of radii 1, all equally pairwise overlapped with θ∗1 + θ∗2 = 0.5. Laplace equation.

and by the SOR-based RWFS. In Figure 8 we show the relative error ε as a function of the

number of iterations. It is clearly seen that the SOR-based RWFS method reaches its steady-

state error ε0 more than 2 times faster than that of standard RWS. In addition, the steady state

error ε0 of the SOR-based RWFS is considerably smaller than that of the standard RWS.

6.2 Lamé equation

The following model boundary value problem is solved:

Δu(x)+αgraddivu(x) = 0, x ∈ D, (6.1)

with the Dirichlet boundary conditions u(y) = g(y), for y ∈ ∂D, the domain D consists of

5 overlapping discs shown in Figure 5. We have chosen the case with the exact solution

ui(x1,x2) = 1+ 1
2

α
1+α x2

i − x1x2 + x j, i = 1,2, with j �= i.

First we study how the rate of convergence of the SOR-based RWFS depends on the parameter

ω. In Figure 9 we show the spectral radii of the following operators: A - the original (untrans-

formed) matrix which generates the standard RWS, with the relevant operator A2/p, - a matrix

with the entries {a2
i j/pi j}, where pi j is the relevant transition probability. Analogously is de-

fined the matrix T 2/p where T is the matrix of the SOR method. For comparison, in Figure 9

we show the results both for the Laplace (left panel) and Lamé (right panel) equations.

As seen from the results of Figure 9, right panel, the standard RWS diverges in the case of

Lamé equation, because ρ(A2/p) ≈ 1.11. For the SOR-based RWFS, the spectral radius ρ(T )
monotonically decreases with ω, however ρ(T 2/p) reaches its minimum ρ(T 2/p) ≈ 0.6 at

ω = 1. Thus the SOR method with ω = 1, i.e., the Gauss-Seidel method, is optimal here. The
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Figure 9: The dependence of the spectral radii ρ(T ) and ρ(T2/p) on the parameter ω. Geometry: 5

discs shown in Fig.5. Left panel: Laplace equation, right panel: Lamé equation, α = 5. For comparison,

the spectral radii ρ(A) and ρ(A2/p) are shown where A is the matrix of the untransformed system.

almost linear decrease in the interval 0 ≤ ω ≤ 1, and the polynomial increase with the principal

term of order Cω4 for ω > 1 are theoretically explained at the end of Section 5.4.

The Gauss-Seidel method has shown the best results in all the calculations, in particular, let

us discuss the results presented in Figure 10. Here we show the relative error as a function of

the number of iterations. Two cases are considered, left panel: the domain consists of 5 discs

shown in Figure 3, and the right panel: 6 discs shown in Figure 6. The Lamé equation was

solved by the RWS and SOR-based RWFS methods. It is seen that for both α = 3.5 and α = 6,

the SOR-based RWFS converges, and reaches its steady state error in about 20 iterations. The

standard RWS shows a divergence for α = 6, while for α = 3.5, it shows a kind of stable results,

but the error is considerably larger. In Figure 11 it is shown how the spectral radii do depend on

the amount of overlapping. Here we have solved the Lamé equation with α = 2.5, for two discs

of unit radii, and denote θ∗ = θ∗1 +θ∗2. It is clearly seen that ρ(T 2/p) < 1 for any overlapping

while ρ(A2/p) < 1 only if θ∗ > 1.1.

A detailed information about the spectral radii is presented in Table 3: here α varies from 1/32

to 15, the number of overlapping discs is 2,5, and 10. It is seen that the spectral radii very slowly

depend on the number of discs. The dependence on α is more pronounced. It is interesting to

note that the standard RWS method diverges after α reaches the value of about 2, while the

SOR-based RWFS starts to diverge only after α approaches to 10.

Of course, a question arises if the method can be improved, to guarantee the convergence for

larger values of α. For example, it would be quite suggestive to apply the symmetrized version

of the SOR method [33] because Qα in (3.6) varies between 1 and 4
√

2, as α increases.
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Figure 10: The relative error, as a function of n, the number of iterations. Left panel: the Lamé equation,

for 5 discs presented in Fig.3; solid line: SOR, for α = 3.5; here the spectral radii are: ρ(T ) = 0.575, and

ρ(T 2/p) = 0.503. Dashed line: SOR, for α = 6; the spectral radii are: ρ(T ) = 0.65, and ρ(T2/p) = 0.68.

Circles: RWS, for α = 3.5; the spectral radii are: ρ(A) = 0.76, and ρ(A2/p) = 0.99. Stars: RWS, for

α = 6; the spectral radii are: ρ(A) = 0.81, and ρ(A2/p) = 1.17. Right panel: the same as in left panel, but

for 6 discs presented in Fig.4. The spectral radii are: solid line, ρ(T ) = 0.72, and ρ(T2/p) = 0.64; dashed

line, ρ(T ) = 0.79, and ρ(T2/p) = 0.80; circles: ρ(A) = 0.85, and ρ(A2/p) = 1.04; stars: ρ(A) = 0.89,

and ρ(A2/p) = 1.2.
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Figure 11: The spectral radii of the SOR operator T , and T2/p, and for the simple iteration operator A

and A2/p, as functions of θ∗, for two overlapping discs of unit radii. The Lamé equation with α = 2.5.

32



α Ndiscs ρ(T ) ρ(T 2/p) ρ(A) ρ(A2/p)

2 0.547 0.322 0.740 0.718
1

32 5 0.549 0.333 0.741 0.731

10 0.536 0.319 0.732 0.713

2 0.569 0.355 0.755 0.783

1. 5 0.576 0.375 0.759 0.801

10 0.565 0.361 0.751 0.782

2 0.662 0.527 0.813 1.06

2.5 5 0.689 0.586 0.830 1.10

10 0.683 0.574 0.826 1.08

2 0.737 0.705 0.858 1.28

5. 5 0.781 0.805 0.884 1.34

10 0.779 0.797 0.883 1.32

2 0.791 0.863 0.889 1.43

9. 5 0.847 0.997 0.920 1.51

10 0.853 1.00 0.924 1.51

2 0.799 0.890 0.894 1.46

10. 5 0.854 1.02 0.924 1.54

10 0.859 1.02 0.927 1.51

2 0.826 0.983 0.909 1.54

15. 5 0.890 1.14 0.944 1.62

10 0.898 1.15 0.947 1.63

Table 3: The spectral radii of the simple iteration operators A and A2/p, and the SOR operators

T , and T 2/p, for different values of the elasticity parameter α, for DS2-domains consisting of

2, 5 and 10 discs. It is seen that the standard RWS diverges already for α = 2.5 even for two

discs. The SOR-based RWFS converges in this case for all α ≤ 15, and for 10 discs, for α < 9.
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7. Conclusion and discussion

Random Walk on Fixed Spheres method (RWFS) is developed for Laplace and systems of Lamé

equations. The method is especially efficient for 2D domains represented as a family of over-

lapping discs, but it works well also for practically arbitrary 2D domains. The method is based

on a reformulation of the original differential boundary value problem into a system of integral

equations, starting with the Poisson type integral formula for a disk. The derived system of in-

tegral equations can be solved by the standard Neumann-Ulam scheme, but it works only under

some restrictions which are satisfied in the case of Laplace equation, and are not satisfied in the

case of Lamé equation. To overcome this difficulty, we have constructed two different stochastic

iterative procedures: (1) a Chebyshev-type iterations with random parameters, and (2) a SOR-

based iteration procedure. The calculations have shown that the new SOR-based RWFS method

considerably accelerates the convergence of the standard random Walk on Spheres method, and

provides much higher accuracy, when applying to the Laplace equation. More interesting, the

new SOR-based RWFS is the first convergent method with finite variance for solving the system

of Lamé equations. Generally, there are no probabilistic representations for system of elliptic

equations, and we believe that the idea behind our approach will give a rise to new attempts to

construct such probabilistic solutions.

As mentioned above, the RWFS method is especially efficient for domains represented as a

family of overlapping discs (or spheres, in 3D), but it works well also for domains which can

be approximated by this kind of families. It should be noted that the standard Random Walk

on Spheres (RWS) method where the last random sphere stops in an ε-boundary deals also with

this type of domains. The difference in this sense is that in RWS, a huge number of random

spheres is involved, while in RWFS, we approximate the domain by a family of deterministic

spheres the number of which can be taken not large.
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