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1. INTRODUCTION

The final stage of the self-focusing of high-intensity
radiation in a transparent medium with a Kerr nonlin-
earity is of considerable interest and has been studied
on many occasions (see the book [1] and the literature
cited therein). Using the standard approximation of
slowly varying amplitudes (quasi-optic or paraxial
equation for the electric field envelope), the theory pre-
dicts the absence of stable spatial solitons (beams hav-
ing a constant transverse field profile) and collapse of
radiation beams having powers exceeding the critical
self-focusing power. The limitation of collapse and for-
mation of spatial solitons as predicted in [2] may occur
for various reasons. The most common of these is the
nonparaxial nature of narrow (width comparable to the
wavelength) beams [1] which precludes us from using
the approximation of the quasi-optic equation.

Although nonparaxial effects also arise for the sca-
lar nonlinear wave equation [3–6], for electromagnetic
radiation it is important to allow for its polarization.
Thus, nonparaxial self-focusing theory should be based
on a complete system of Maxwell nonlinear vector
equations. Previously, vector self-focusing theory was
preferentially developed for special cases of the polar-
ization of radiation having an axisymmetric intensity
distribution and unit nonzero electric field component
[7–10], i.e., in fact for a scalar variant. The spatial soli-
tons which may appear in this case have a power con-
siderably higher than the critical self-focusing power,
which serves as an indication of their instability [11].
For a transversely one-dimensional geometry it is pos-
sible to construct a fairly comprehensive classification
of an infinite set of localized structures [12, 13]
although in a continuous nonlinear medium all these
structures are unstable with respect to decay along the

other transverse coordinate. As far as we are aware, the
existence of stable spatial solitons of electromagnetic
radiation in a medium with a Kerr nonlinearity has not
yet been proven. As will be shown subsequently, using
numerical calculations of the type [14, 15] to solve this
problem may not yield the correct result because estab-
lishment is extremely slow under weakly nonparaxial
conditions. 

The task for the present study is to make an analytic
investigation of the characteristics and properties of
weakly nonparaxial spatial transversely two-dimen-
sional solitons of electromagnetic radiation in a
medium with a Kerr nonlinearity. The analysis is based
on perturbation theory with a small nonparaxial param-
eter which is used to find nonparaxial corrections to the
soliton shape and to determine its stability. The initial
(zeroth) approximation is the well-studied nonlinear
Schrödinger equation and beams having an axisymmet-
ric intensity distribution and linearly polarized radia-
tion (“Townes mode”). Following [16] (see also [14]),
in Section 2 we give a derivation of the control equation
for the envelope of a weakly nonparaxial soliton field.
We then obtain its approximate solution in Section 3,
i.e., we determine the transverse distribution of the
electron and magnetic field intensities. In Sections 4
and 5 we analyze soliton stability using a method pro-
posed in [17] (see also [18]) for paraxial solitons in a
medium with saturation of the nonlinearity. For this we
use a linearized control equation whose properties are
analyzed in Section 4. The final conclusion on the sta-
bility of a weakly nonparaxial soliton is formulated in
Section 5 and calculations of various matrix elements
are presented in the Appendix. The results are dis-
cussed in the Conclusions.
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2. EVOLUTION EQUATION

The initial equations are the Maxwell equations for
monochromatic radiation of frequency 

 

ω

 

 [in complex
notation the factor exp(–

 

i

 

ω

 

t

 

) is omitted, 

 

t 

 

is the time) in
a nonmagnetic medium (with unit magnetic permeabil-
ity):

(2.1)

Here 

 

E

 

 and 

 

H

 

 are the intensities of the electric and
magnetic fields, 

 

c

 

 is the speed of light in vacuum, and

 

D

 

 is the electric induction which has the form (Kerr
striction nonlinearity)

(2.2)

Here 

 

ε

 

0

 

 is the linear permittivity. The form (2.2) allows
only for self-interaction effects whereas the generation
of third and high-order harmonics is considered to be
ineffective (phase matching conditions are not satisfied
for these). 

Eliminating the magnetic field intensity from the
Maxwell equation, we obtain the generalized Helm-
holtz equation 

From this vector equation it follows that

(2.3)

Here we introduce the transverse components of the
electric field 

 

E

 

⊥

 

 = (

 

E

 

x

 

, 

 

E

 

y

 

) and the induction 

 

D

 

⊥

 

 = (

 

D

 

x

 

,

 

D

 

y

 

). We transform the last term on the left-hand side of
equation (2.3) as follows. From the final Maxwell equa-
tion (2.1) it follows that

(2.4)

In the lowest approximation (weak and continuously
varying nonlinearity) we have div 

 

E

 

= 0 whence

(2.5)

rotE i
ω
c
----H, rotH i

ω
c
----D,–= =

divH 0, divD 0.= =

D ε0 εnl+( )E, εnl ε2 E 2, ε2 0.>= =

∂2E

∂z2
--------- ∆⊥E

ω2

c2
------D graddivE–+ + 0,=

∆⊥
∂2

∂x2
--------

∂2

∂y2
--------.+=

∂2E⊥

∂z2
------------ ∆⊥E⊥

ω2

c2
------D⊥ grad⊥divE–+ + 0.=

divE
1

ε0 εnl+
-----------------E gradεnl⋅–=

=  
1

ε0 εnl+
----------------- E⊥ grad⊥εnl⋅ Ez

∂εnl

∂z
---------+ 

  .–

Ez
i
k
--div⊥E⊥,≈

 

where 

 

k

 

 = (

 

ω

 

/

 

c

 

)  is the wave number in the linear
medium. For a more accurate estimate we have

We then arrive at a closed equation for the transverse
field components:

(2.6)

where

(2.7)

For a steady-state soliton we have

(2.8)

where 

 

Γ

 

 is the real propagation constant. The solitons
have a continuous spectrum with respect to 

 

Γ

 

 and the
condition 

 

Γ

 

2

 

 > 

 

k

 

2

 

 must be satisfied for the field to
decrease (tend to zero) at the soliton edge, in accor-
dance with (2.6). A measure of the nonparaxial prop-
erty is given by 

(2.9)

Inequality (2.9) implies that the propagation constant 

 

Γ

 

for the soliton is close to the wave number 

 

k

 

 in the lin-
ear medium. This occurs if the soliton width is consid-
erably greater than the wavelength of light, the maxi-
mum amplitude of the field is extremely small, and the
power is close to the critical self-focusing power (see
below). In this limit the order of the derivative with
respect to 

 

z

 

 can be reduced [14]. We shall assume that
the field is close to a steady-state soliton so that 

(2.10)

where the dependence of the amplitude 

 

A

 

⊥

 

(

 

r

 

⊥

 

, 

 

z

 

) on the
longitudinal coordinate 

 

z

 

 is slow (on a scale of the order
of the wavelength of light). Then, retaining terms of the
lowest order of smallness in the transformations of

 

∂

 

2

 

E

 

/

 

∂

 

r

 

2

 

, instead of (2.6) we obtain the evolution equa-
tion

(2.11)

ε0

divE
1
ε0
----E⊥ grad⊥εnl.⋅–≈

∂2E

∂z2
--------- ∆⊥E⊥

ω2

c2
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ω2

c2
------ε2 E⊥

2E⊥+ + +  = Qs E⊥( ),

Qs E⊥( )
ε2

ε0
----–=

× div⊥E⊥
2E⊥ grad⊥ E⊥ grad⊥ E⊥

2⋅( )+[ ].

E⊥ As r⊥( )eiΓz,=

µ2 Γ2 k2–

k2
---------------- 2

Γ k–
k

------------ ! 1.≈=

E⊥ A⊥ r⊥ z,( )eiΓz,=

2iΓ
∂A⊥

∂z
---------- ∆⊥A⊥ Γ2 k2–( )A⊥–+

+ k2ε2

ε0
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where

(2.12)

Note that for a steady-state spatial soliton we have
Qz(As) = 0. Equation (2.11) can be used not only to find
a weakly nonparaxial steady-state soliton but also to
investigate its stability. In order to isolate the nonparax-
ial parameter in explicit form in (2.11), we convert to
dimensionless coordinates and amplitude:

(2.13)

Then (2.11) has the form

(2.14)

where 

(2.15)

The dimensionless form (2.14) is convenient for
determining the corrections to the shape of a steady-
state soliton while the dimensional form (2.11) is con-
venient for analyzing its stability, containing deriva-
tives of the amplitudes with respect to the propagation
constant Γ.

3, NONPARAXIAL CORRECTIONS
TO SOLITON SHAPE

The right-hand side of equation (2.14) serves as a
correction (as a result of the nonparaxial property) to
the nonlinear Schrödinger equation for which µ = 0.
Note that this correction is nonlocal since it not only

Qz A⊥( )
1

4k2
-------- ∆⊥ Γ2 k2–( )–[ ]=

× ∆⊥A⊥ Γ2 k2–( )A⊥– k2ε2
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



+ A⊥
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ε0
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2A⊥+




.
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Γ
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A⊥'
k
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ε0
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1

Γ2 k2–
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2i
∂A⊥'

∂z'
---------- ∆⊥' A⊥' A⊥' A⊥'

2A⊥'+–+

=  µ2 Qs' A⊥'( ) Qz' A⊥'( )+[ ],

Qs' A⊥'( ) div⊥' A⊥'
2A⊥' grad⊥' A⊥' grad⊥' A⊥'

2⋅( )+[ ],–=

Qz' A⊥'( )
1
4
--- ∆⊥' 1–[ ] ∆⊥' A⊥' A⊥'– A⊥'

2A⊥'+[ ]=

+
1
4
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+ A⊥'
2 ∆⊥' A⊥' A⊥' A⊥'

2
A⊥'+–( ) ].

depends on the transverse components of the field
intensity but also on their derivatives in the transverse
direction. We find the field distribution for a weakly
nonparaxial steady-state [of the form (2.8)] spatial soli-
ton by solving equation (2.14) using perturbation the-
ory with the small parameter (2.9). In the lowest
approximation this equation gives the standard vector
nonlinear Schrödinger equation (we omit the primes in
this section):

(3.1)

For the main (fundamental) soliton the functions As0x

and As0y can be considered to be real. Generally speak-
ing, the equations (3.1) are written for the particular
case of a soliton with a common propagation constant
for both polarizations but a difference between these
values is only possible in the paraxial approximation
[1].

We now introduce a small correction to the steady-
state soliton:

(3.2)

Equation (2.14) linearized with respect to the perturba-
tion δAs is written in the form

(3.3)

In terms of Cartesian components we have

(3.4)

(3.5)
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2 As0y
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∆⊥As0y As0y As0x
2 As0y

2+( )As0y+– 0.=
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2 δAsx δAsx*+( )
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,
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As the zeroth approximation we take the linearly
polarized Townes mode having an axisymmetric field

distribution (polar coordinates r, ϕ, r = ):

(3.6)

The function F0(r) is defined as finite over the entire
range 0 < r < ∞ and the solution of the equation which
tends to zero as r  ∞ is

(3.7)

Bearing in mind the axial symmetry of the Townes
mode, equation (3.7) has the form 

(3.8)

We write the equations (3.4) for the corrections to the
soliton shape in the form

(3.9)

where

(3.10)

(3.11)

The second of the linear equations (3.9) (for δ )
has the solution [see (3.7)] 

(3.12)

which corresponds to a phase shift of the initial soliton.
Since we are not interested in this shift, we can set C '' =
0 and accordingly δ  = 0. The two remaining inho-
mogeneous equations (3.9) can be solved provided that
their right-hand sides are orthogonal to the solutions of
the corresponding homogeneous equations with the
boundary conditions specified above. For the last of the
equations (3.9) orthogonality follows from the angular
dependence of the right-hand side,

+
y∂

∂
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1
r
---

dF0
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1
2
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2
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d 1

r
---+ 

  F0
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dr
--------- 

 + ,–=

Qx2 r( )
1
2
---F0

dF0

dr
--------- 

 
2

rd
d 1

r
---– 

  F0
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rd

d 1
r
---– 

  F0
2dF0
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--------- 

  .–=

Asx''

δAsx'' C''As0, As0 As0x≡ F0,= =

Asx''

ϕ 2ϕsind

0

2π

∫ 0.=

Thus, omitting the solution of the homogeneous
equation (symmetry with respect to rotation of the axes
x, y), we obtain the correction δAsy in the form

(3.13)

Then Fy(r) is defined as the only finite axisymmetric
solution of the equation

(3.14)

The solution of the homogeneous equation corre-
sponding to the first of the equations (3.9) corresponds
to a shift of the initial soliton along x and y:

(3.15)

The orthogonality condition is again satisfied as a result
of the angular dependence of these solutions and the
right-hand side of this equation. Also omitting the solu-
tion of the homogeneous equation (3.14) (C1 = C2 = 0)
we obtain δ  in the form

(3.16)

The radial functions appearing in (3.16) are obtained as
(unique) finite axisymmetric solutions of the equations

(3.17)

Graphs of these functions obtained by solving numeri-
cally axisymmetric variants of equations (3.8), (3.14),
and (3.17) with the conditions of finiteness for r = 0 and
which decrease as r  ∞ specified above are plotted
in Fig. 1. 
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----.–= =
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Fig. 1. Radial profiles of the amplitudes F0 of a fundamental
soliton (Townes modes, curve 1) and its nonparaxial distor-
tions Fy (curve 2), F1 (curve 3), and F2 (curve 4).
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We shall now return to dimensional quantities. For
the electric field intensity of a steady-state soliton we
have

(3.18)

In accordance with (3.18), the field exhibits weak axial
symmetry. The main correction to the initial linear
polarization occurs as a result of the longitudinal com-
ponent of the field Ez ∝ µ2. For this correction the phase
of the field is shifted relative to the main component by
π/2 since the polarization becomes elliptic. Time oscil-
lations of the electric intensity vector are described by
a prolate ellipse in the plane xz. When additional allow-
ance is made for corrections proportional to µ3, it is
found that the slope of the plane in which the ellipse is
located varies over the beam cross section. 

The components of the magnetic intensity are
expressed in terms of the electric field intensity using
the Maxwell equations (2.1):

(3.19)

The radiation power P is defined as the integral of
the longitudinal component of the time-averaged
Poynting vector over the transverse coordinates:

(3.20)

Ex

ε0

ε2
---- µF0 r( ) µ3 F1 r( ) F+ 2 r( ) 2ϕcos[ ]+{ },=

Ey

ε0

ε2
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Ez iµ2 ε0

ε2
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--------------- ϕ,cos=
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c
ω
---- ΓEy i

∂Ez
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--------+ 

 – µ3 ε0

2 ε2

------------–= =

× 2
r
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dF0

dr
--------- F0– F0

3 2Fy+ + 
  2ϕ,sin
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c
ω
---- ΓEx i

∂Ez
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--------+ 

  Hy0 µ3 ε0

2 ε2

------------+= =

× 2F1 F0
3+( ) 2F2 F0

3 F0–
2
r
---

dF0

dr
---------+ + 

  2ϕcos+ ,

Hz
i
k
-- ε0

∂Ex

∂y
--------- iµ2 ε0

ε2

--------
dF0

dr
--------- ϕ,sin= =

Hy0

ε0

ε2

--------µF0 r( ).=

P
c

8π
------ Re Ex*Hy Ey*Hx–( ) xd y.d∫∫=

Substituting into (3.20) the approximate expressions
for the soliton field intensities obtained above, we
obtain the power

(3.21)

The constants P0 and p1 are defined as follows:

(3.22)

In (3.21) the term containing P0 corresponds to the crit-
ical self-focusing power which agrees with that
obtained in the paraxial limit (µ  0) where it does
not depend on the propagation constant [1]. The term
containing p1 is the nonparaxial correction to the power
which depends on the propagation constant. Note that
the increase in soliton power with increasing propaga-
tion constant is consistent with the Vakhitov–
Kolokolov criterion [19] for soliton stability. However,
this criterion was obtained in the paraxial approxima-
tion and thus we still need to demonstrate the stability
of a nonparaxial soliton.

4. LINEARIZED EQUATIONS

For a linear analysis of stability we shall set [see
(3.2)]

(4.1)

Substituting (4.1) into (2.11) and linearizing this with
respect to the small perturbation δA, we find

(4.2)

Here we have

P
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8πωk
--------------
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0

∞
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2π
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1
2
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0

∞

∫ 5.990.= =
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∂z
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2 δA As0 As0 δA⋅( ) As0 As0 δA∗⋅( )+ +[ ] δQ.=
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ε0
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(4.3)

Introducing the real and imaginary parts of the x-
components of the perturbation δAx = δAr + iδAi and the
inhomogeneity δQx = δQr + iδQi, we write the linear
equation (4.2) in the form

(4.4)

and also in the matrix form

(4.5)

Here 

we have

(4.6)

The form of the operators L0, 1 in (4.6) corresponds
to the dimensional form of the relationships (3.7) and

+ δA grad⊥ As
2 ]⋅ },
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2Γ
∂δAr

∂z
------------ L0δAi+ δQi,=

2Γ
∂δAi

∂z
----------- L1δAr+– δQr,=

2iΓ
∂δAy

∂z
------------ L0δAy+ δQy,=

2Γ∂δA
∂z

---------- MδA.=

δA

δAr

δAi

δAy 
 
 
 
 

,=

MδA
L0δAi– δQi+

L1δAr δQr–

iL0δAy iδQy– 
 
 
 
 

,=

As0 µ
ε0

ε2
----F0 Γ2 k2– ρ( ),=

L0 ∆⊥ Γ2 k2–( )– k2ε2

ε0
----As0

2 ,+=

L1 L0 2k2ε2

ε0
----As0

2 .+=

(3.10) with a choice of linearly polarized unperturbed
soliton (3.6) when the control equations for the pertur-
bations are simplified considerably. The properties of
solutions of the equations corresponding to the linear-
ized nonlinear Schrödinger equation (δQ  0) are
also important:

(4.7)

or in matrix form

(4.8)

We write the simplest solutions of the system (4.4)
[or (4.5)] and (4.7) [or (4.8)]. First, it follows from the
well-known symmetry with respect to the phase shift
and propagation constant of a steady-state soliton that
the linearized equations have two solutions. The first of
these

(4.9)

corresponds to the eigenvector of the matrix M (M0)
with zero eigenvalue

(4.10)

The second solution 

(4.11)

is not an eigenvalue but a root:

(4.12)

2Γ
∂δAr0

∂z
-------------- L0δAi0+ 0,=

2Γ
∂δAi0

δz
--------------– L1δAr0+ 0,=

2iΓ
∂δAy0

∂z
-------------- L0δAy0+ 0,=

2Γ
∂δA0

∂z
------------- M0δA0,=

M0

0 L0– 0

L1 0 0

0 0 iL0 
 
 
 
 

.=

δAϕ

0

Asx

iAsy 
 
 
 
 

, δAϕ
0( )

0

As0

0 
 
 
 
 

,= =

MδAϕ 0, M0δAϕ
0( ) 0.= =

δAΓ

1
2Γ
-------

∂Asx

∂Γ
----------

0

i
2Γ
-------

∂Asy

∂Γ
----------

 
 
 
 
 
 
 
 

, δAΓ
0( )

1
2Γ
-------

∂As0

∂Γ
-----------

0

0 
 
 
 
 
 

,= =

MδAΓ δAϕ, M2δAΓ 0,= =

M0δAΓ
0( ) δAϕ

0( ), M0
2δAΓ

0( ) 0.= =
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Finally, the symmetry with respect to rotation of the x,
y axes yields an eigenvector with zero eigenvalue:

(4.13)

Subsequently, disregarding the rotational transforma-
tion of the axes, we set Crot = 0. 

The following two solutions are specific to the lin-
earized nonlinear Schrödinger equation [equations
(4.7) or (4.8)] whereas they are absent for the more gen-
eral form of the equations (4.4) or (4.5). The invariance
of the nonlinear Schrödinger equation to a focusing
transformation determined by Talanov [20] thus yields
the solution (4.7) [21]:

(4.14)

The corresponding vector

(4.15)

is also a root:

(4.16)

The last of the solutions of the linearized equations
(4.7) required for the following analysis has the form
[18, 22]

(4.17)

After substituting (4.17) into (4.7), we find

(4.18)

The function a(ρ) is defined as the only finite axisym-
metric solution of the equation [the conditions for sol-
ubility are satisfied because of the axial symmetry of
the right-hand side (4.19)]

(4.19)

δArot Crot

Asy–

0

Asx 
 
 
 
 

, δArot
0( ) Crot

0

0

Asx0 
 
 
 
 

,= =

MδArot 0, M0δArot
0( ) 0.= =

δAr0

∂As0

∂Γ
-----------z, δAi0

1
2Γ
------- –

ρ2

4
----- Γz2+ 

  As0,= =

δAy0 0.=

δA f

0

1

8 k2 Γ2–( )
------------------------As0ρ2

0 
 
 
 
 
 

=

M0δA f δAΓ0, M0
3δA f 0.= =

δAr0 a ρ( ) b ρ( )z2, δAi0+ c ρ( )z d ρ( )z3,+= =

δAy0 0.=

d As0, c
3

Γ2 k2–
----------------As0ρ2, b– 3

∂As0

∂Γ
-----------.= = =

L1a
6Γ3

Γ2 k2–
----------------As0ρ2,–=

or 

(4.20)

We do not require the specific form of the function a(ρ).
The perturbation vector corresponding to this solution
is also a root:

(4.21)

These solutions exhaust the family of localized axisym-
metric solutions of the linearized nonlinear Schrödinger
equation with a zero eigenvalue.

Using the small nonparaxial parameter (2.9), we can
write expansions of the matrix M, the eigenvector δAϕ
and the root vector δAΓ in the form

(4.22)

Terms with a zero index are determined by the nonlin-
ear Schrödinger equation and are given in relationships
(4.8), (4.9), and (4.11). The remaining terms of the
expansion are obtained using the expansion for the field
of a steady-state soliton determined in Section 3. 

5. STABILITY AND OSCILLATIONS
OF PERTURBED SOLITONS

We shall now find the eigenvalue of the matrix oper-
ator M which goes to zero in the limit µ  0 (non-
paraxial soliton limit). For this we shall seek the eigen-
solution of the linearized equation (4.5) in the form

(5.1)

Here we introduce the unknown eigenvalue 

(5.2)

and the eigenvector Y which obey the following equa-
tion derived from (4.5)

(5.3)

The expansion of the eigenvector Y can be conve-
niently expressed in the following form:

(5.4)

d2a

dρ2
--------

1
ρ
---da

dρ
------ Γ2 k2–( )a–+

+ 3k2ε2

ε0
----As0

2 a
6Γ3

Γ2 k2–
----------------As0ρ2.–=

M0δAa δA f , M0
4δAa 0,= =

δAa

1

48Γ3
------------a ρ( )

0

0 
 
 
 
 
 

.=

M M0 µ2M2 µ4M4 …,+ + +=

δAϕ δAϕ
0( ) µ2δAϕ

2( ) …,+ +=

δAΓ δAΓ
0( ) µ2δAΓ

2( ) …+ +=

δA Y x y,( )eµγz/2Γ.=

µγ µγ 1 µ2γ 2 µ3γ 3 …+ + +=

MY µγY.=

Y = δAϕ µγ δAΓ µ2Y2 µ3Y3 µ4Y4 …+ + + + +
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The first two terms on the right-hand side (5.4) are
determined by equations (4.9) and (4.11). Substituting
into (5.3) the expansions of the corresponding quanti-
ties in powers of the small nonparaxial parameter µ and
equating terms of the same order with respect to this
parameter, we find in the second order in µ [equations
of lower orders are automatically satisfied given the
choice made in (5.4)]

(5.5)

Taking into account (4.16) it then follows that 

(5.6)

In the third order we have

(5.7)

so that taking into account (4.16) and (4.21) we have

(5.8)

Finally, in the fourth order we have

(5.9)

or allowing or (5.6) and (5.8)

(5.10)

We now introduce the transposed operator matrix

 and the conjugate three-dimensional vectors 

and  using the relationships

(5.11)

In explicit form we have

(5.12)

M0Y2 γ 1
2δAΓ0.=

Y2 γ 1
2δA f .=

M0Y3 2γ 1γ 2δAΓ0 γ 1Y2+=

=  2γ 1γ 2δAΓ0 γ 1
3δA f ,+

Y3 2γ 1γ 2δA f γ 1
3δAa.+=

M0Y4 M2Y2+ γ 1
2δAΓ2=

+ γ 2
2 2γ 1γ 3+( )δAΓ0 γ 1Y3 γ 2Y2,+ +

M0Y4 γ 1
2M2δA f+ γ 1

2δAΓ2=

+ γ 2
2 2γ 1γ 3+( )δAΓ0 3γ 1

2γ 2δA f γ 1
4δAa.+ +

M0
† Aϕ0

+

AΓ0
+

M0
†

0 L1 0

L0– 0 0

0 0 iL0 
 
 
 
 

,=

M0
†δAϕ0

+ 0, M0
†δAΓ0

+ δAϕ0
+ .= =

δAϕ0
+

As0

0

0 
 
 
 
 

, δAΓ0
+

0

∂As0

∂Γ
-----------

0 
 
 
 
 
 

.= =

We introduce the scalar product of the three-dimen-
sional vectors (4.6) using the relationships 

(5.13)

where we have for the complex (third) components

(5.14)

Then, as a result of the self-adjoint property of the
Laplace operator for arbitrary vectors U and V the fol-
lowing identity is satisfied

(5.15)

We now multiply the scalar three-dimensional vec-

tor  by the left- and right-hand sides of equation
(5.10) and equate the products. Here we use the follow-
ing relationships for the matrix elements:

(5.16)

(5.17)

(5.18)

(5.19)

(5.20)

U V,〈 〉 1
2π
------=

× ϕ ρρ U1V1 U2V2 U3V3+ +( ),d

0

∞

∫d

0

2π

∫

U3V3 ReU3ReV3 ImU3ImV3.+=

U M0V,〈 〉 M0
†U V,〈 〉 .=

Yϕ0
+

δAϕ0
+ M0Y4,〈 〉 M0

†δAϕ0
+ Y4,〈 〉 0,= =

δAϕ0
+ δAΓ0,〈 〉

As0

0

0 
 
 
 
  1

2Γ
-------

δAs0

∂Γ
-----------

0

0 
 
 
 
 
 

,=

=  
1

2Γ
------- As0

∂As0

∂Γ
-----------ρ ρd

0

∞

∫ 0,=

δAϕ0
+ δA f,〈 〉

=  
As0

0

0 
 
 
 
  0

1

8 k2 Γ2–( )
------------------------As0ρ2

0 
 
 
 
 
 

, 0,=

mϕ a, δAϕ0
+ δAa,〈 〉 M0

†δAΓ0
+ δAa,〈 〉= =

=  δAΓ0
+ M0δAa,〈 〉 δAΓ0

+ δA f,〈 〉=

=  
1

32Γ Γ2 k2–( )
------------------------------

∂As0
2

∂Γ
-----------ρ3 ρ,d

0

∞

∫–

mϕ Γ, δAϕ0
+ δAΓ2,〈 〉 1

2Γ
------- As0

∂δAs0

∂Γ
--------------ρ ρ,d

0

∞

∫= =
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and we also introduce the notation 

(5.21)

We then obtain an equation to determine the square of
the eigenvalue in the lowest approximation (see also
[17])

(5.22)

The two zero roots of this equation correspond to
the symmetries with respect to the phase shift and the
shift of the propagation constant conserved when
allowance is made for the nonparaxial property. In
accordance with (5.22) two nonzero eigenvalues are
split off from these (as a result of a shift of the eigen-
value corresponding to the vectors δAf and δAa for the
nonlinear Schrödinger equation). In order to determine
these it is convenient to calculate the matrix elements
appearing in (5.22) by going over to the functions
F0, 1(r) introduced earlier in the integrand expressions
(see Fig. 1 and Appendix). We then finally obtain

(5.23)

In accordance with (5.23), a weakly nonparaxial
soliton is stable (Γ > k). However, the imaginary nature
of the eigenvalue γ implies that an “internal mode”
occurs whose field distribution as given by (5.4) is close
to the soliton field (and is phase shifted by π/2). The
longitudinal period of the oscillations of the perturbed
field 2π/  increases without bound in the paraxial soli-
ton limit µ  0 (Γ  k). As a result of the weak
radiation damping of these internal modes [23–27] it is
difficult for a steady-state soliton to be established
under these conditions (an anomalously long nonlinear
medium is required).

6. CONCLUSIONS

We have therefore demonstrated for the first time
that nonparaxial solitons of electromagnetic radiation
are stable in a medium with a Kerr nonlinearity. These
solitons may occur at the final stage of self-focusing of
supercritical-power radiation. Since the maximum
intensity of these weakly nonparaxial solitons is low,
the Kerr nonlinearity will be the dominant mechanism
(no competing mechanisms of nonlinearity exist at low
intensities). We reemphasize that the fields of these
solitons do not possess axial symmetry and the polar-
ization structure of the radiation strictly corresponds to
elliptic polarization which varies over the cross section.
It is important to allow for the vector nature and the
nontrivial polarization structure of electromagnetic
radiation solitons since their scalar description cannot
be quantitative. This approach can not only demon-
strate the stability but can also be used to determine the

m2 δAϕ0
+ M2δA f,〈 〉 .=

γ 1
2 m2 mϕ Γ,–( ) mϕ a, γ 1

2–[ ] 0.=

γ̃
k
-- 

 
2 1

k2
----

γ 1

2Γ
------- 

 
2

43.35
Γ k–

k
------------ 

 
3

.–= =

γ̃

corresponding quantitative characteristic (the eigen-
value γ). This value characterizes the internal modes of
these solitons, i.e., the natural modes of small perturba-
tions in an effective light guide induced by the “strong
field” of a soliton in a nonlinear medium. 

The results obtained here for weakly nonparaxial
optical solitons serve as an additional argument to sup-
port the “needles of light” identified in [15], i.e.,
strongly nonparaxial solitons of width less than the
wavelength of the radiation in a linear medium. We also
note that since the nonlinear Schrödinger equation
describes an extremely wide range of phenomena of
various physical nature, this approach to analyze the
perturbed Schrödinger equation may not be confined
merely to optical problems.

The authors thank D. V. Skryabin for important ref-
erences and comments. This work was supported by the
International Scientific-Technical Center (grant no.
666), the Russian Foundation for Basic Research
(project no. 98-02-18202), and INTAS (grant no. 1997-
581).

APPENDIX

We shall calculate the matrix elements appearing in
(5.22) which can be reduced to single integrals (over
the radial coordinate) of the functions F0, 1(r) and their
derivatives. Graphs of the functions are plotted in
Fig. 1 and their integrals were calculated numerically:

mϕ Γ,
1

2Γ
------- As0

∂δAs0

∂Γ
--------------ρ ρd

0

∞

∫ 1

2k4
--------

ε0

ε2
---- p2,= =

p2 3F0 r( )F1 r( ) F0 r( )
F1 r( )d

rd
---------------+ r rd

0

∞

∫ 5.821,= =

mϕ a,
1

32Γ Γ2 k2–( )
------------------------------

∂As0
2

∂Γ
-----------ρ3 ρd

0

∞

∫–
ε0

ε2
---- 1

k2
----–= =

× 1

32 Γ2 k2–( )
--------------------------

Γ∂
∂ Γ2 k2–( ) F0

2 Γ2 k2– ρ( )ρ3 ρd

0

∞

∫

=  
ε0

ε2
---- 1

k2
---- 1

16 Γ2 k2–( )2
----------------------------- p3,

p3 F0
2 r( )r3 rd

0

∞

∫ 2.211,= =

m2 m2s m2k m2z,+ +=
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m2s δAϕ0
+ M2sδA f,〈 〉 1

16
------

ε2

ε0
---- 1

Γ2 k2–
----------------= =

× As0

As0d
ρd

---------- 
 

2

As0ρ2

ρd
d 1

ρ
---+ 

  As0ρ2( )+ ρ ρd

0

∞

∫

=  
1

16k4
-----------

ε0

ε2
---- ps,

ps

F0 r( )d
rd

---------------F0 r( )r 
 

2

0

∞

∫=

+ F0 r( )
rd

d 1
r
---+ 

  F0
2 r( )d
rd

---------------F0 r( )r2

 
  rdr 1.608,–=

m2k δAϕ0
+ M2kδA f,〈 〉 k2

4 Γ2 k2–( )
------------------------= =

×
ε2

ε0
---- As0

3 δAsx0ρ3 ρd

0

∞

∫ 1

4k4
--------

ε0

ε2
---- pk,=

pk F0
3( ) r( )F1 r( )r3 rd

0

∞

∫ 1.926,= =

m2z δAϕ0
+ M2zδA f,〈 〉 1

32 Γ2 k2–( )
---------------------------–= =

× ρρAs0
1

k2
---- ∆⊥ Γ2 k2–( )–[ ]





d

0

∞

∫

× ∆⊥ Γ2 k2–( )– k2ε2

ε0
----As0

2+ As0ρ2( )

+
ε2

ε0
---- 3As0

2 ∆⊥ As0ρ2( ) 2As0
2 ρ2∆⊥As0– Γ2 k2–( )As0

3 ρ2–

+ k2ε2

ε0
----As0

5 ρ2



 1

32k4
-----------

ε0

ε2
---- pz.–=

pz rrF0 r( ) ∆r 1–[ ] ∆r 1– F0
2 r( )+[ ] F0 r( )r2( )d

0

∞

∫=

+ 3 rrF0
3 r( )∆r F0 r( )r2( ) 2 rr3F0

3 r( )∆r F0 r( )( )d

0

∞

∫–d

0

∞

∫

After substituting these values into (5.22) we obtain
(5.23).
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