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Abstract

In this paper we consider the problem of optimal control of stochastic processes. We
employ the dual martingale method brought forward in [Brown, Smith, and Sun, 2010]. The
martingale constituting the solution of the dual problem is determined by linear regression
within a Monte-Carlo approach. We apply the solution algorithm to a model of a hydro
electricity storage and production system coupled with a model of the electricity wholesale
market.

1 Introduction

The dual martingale approach was developed in [8] and [7], see also [4] which in fact contained
it in germ. Originally this approach was designed for the optimal stopping problem which arises
in the pricing of American options. Desai et al. [5] introduced a pathwise optimization method for
solving this kind of optimal stopping problems. The dual martingale approach was generalized
to general problems of optimal control of stochastic processes in [2].

In this approach, a dual problem is formulated over the space of martingales. A feasible solution
of the dual problem yields an upper bound for the solution of the original primal problem. In
practice, the optimization is performed over a finite-dimensional subspace of martingales. A
sample of paths of the underlying stochastic process is produced by a Monte-Carlo simulation,
and the expectation is replaced by the empirical mean.

In this contribution we study the convergence properties of the dual martingale method for gen-
eral problems of optimal control. We establish conditions for convergence and bounds on the
error in the objective value of the dual problem.

We use the obtained convergence results to design a Monte-Carlo based algorithm for com-
puting an approximation of the optimal the dual martingale. This dual martingale is computed
recursively backwards in time. In the spirit of previous work [1] the martingale increment is
sought as a linear combination of a known and fixed set of basis martingale increments and the
coefficients are determined by a linear regression. Note, however, that these coefficients are
functions of the adopted control policy and can in general be quite complicated.

We apply the designed algorithm to the control of a model of a hydro electricity storage and
production system which is coupled with a model of the electricity market. The system consists
of a chain of linearly arranged water reservoirs. Here the topology of the reservoirs is chosen for
simplicity and is not a limitation required by the proposed method, which can handle also more
complicated networks. Electricity can be produced by releasing water from an upper reservoir to
a lower one, and stored by pumping water from a lower reservoir to an upper one. The inflow in
the reservoirs as well as the electricity price are coupled stochastic processes which are driven



by some Brownian motion. The amount of sold or bought electricity is each day determined by
the realization of the price and depends on a piece-wise linear bid curve which is submitted
by the producers a day before. The control variables which have to be decided on daily are
the amounts of water which is to be released or pumped from or to the reservoirs and the
bid curve which is to be submitted for the next day. This model has been considered in [9],
which determined an approximation of the optimal strategy based on a large database of past
realizations of the inflow and price curves.

In this contribution, we present a Monte-Carlo solution method which implements the dual mar-
tingale approach proposed in [2]. We exploit a specific property of the model, namely that both
the future expected pay-off and the feasible set at some fixed time ¢ depend only on the current
water levels and the submitted bid curve at this time instant. This allows us to limit the complex-
ity of the dependence of the regression coefficients on the implemented past control decisions.
All constraints and the pay-off function are linear in the decision variables. This implies that the
feasible set of the arising optimization problems is a (random) polyhedron. We show that the
expected future payoff is a concave function of the past control decisions and approximate it
by a linear support function. This allows us to write all optimization subproblems arising in the
recursions as linear programs. The remainder of the paper is organized as follows. In the next
section we review the dual martingale method in application to general optimal control problems,
as proposed in [2]. In Section 3 we prove our convergence results. In Section 4 we design a re-
cursive Monte-Carlo algorithm based on linear regression. In Section 5 we describe the models
of the hydro-electricity storage and production system and the model of the electricity market
and the proposed solution algorithm. In the Appendix we collect technical details of the linear
programs and provide some background material on sensitivity analysis of the solution of linear
programs.

2 Duality for optimal control

In this section we review the dual martingale methods introduced in [2] for computing upper
bounds to the considered control problem. First we formalize the considered class of problems.
Consider a probability space (€2, (F),_o 1, P). Let (4;, A;), i = 0,...,T, be a sequence
of measurable control spaces, A be the canonically measurable product space, i.e., A :=
Ag X -+ XAp,and U : A x Q — R areward map satisfying

Ul(a,-) is F-measurable and Egsup |U(a,-)| < oo.
acA

(with F := Fp,sup:=ess.sup, E; :=Ex,t=0,...,7). Foreacht =0, ..., T,
p; := {random variables a : Q@ — A;, «is F;,-measurable} .

The mapping
a:Q— (ag,..,ar) € A
is said to be a policy whenever foreacht = 0, ..., T, a; € p;. The set of all policies is denoted
by 3, i.e.,
P =poX- - Xpr



For convenience we also define 8(*) = p, x - - - x pr. The optimal control problem may now
be formulated as
Vi i=supEqU(av).
acP

Foranyt=0,...,T,anda; € A;,j =0,...,t — 1, we also consider the control problem,

Vi(ai) == sup E,Ula, o)
b ep®

with
a® .= (g, ...,ap) and ay := (ag,...,a;) € Ag X -+ - X Ay =: Ay.

The Bellman principle thus becomes

Vi(ar_1)= sup Ulapi,ar)= sup Uar_,a),
a(T)esp(T) a€Ar

W*(at—l) = Ssup sup E; Et-HU(at—b Qi 04t+1)
0 EPt o(t+1) e t+1)

= sup E, V' (ai_1,a¢) fort=0,...,7 —1.
ar €A

Theorem 1 (Duality) Let us define fort =1,..., T, anda € A,
& (@) =& (ar1) =V (ar-1) — By Vi (ar-1).

Then we have
* T ex
() Vi = supaca (U(2) = X1, () as

Moreover, suppose foranya € A andt = 1, ..., T, there is given an JF;-measurable random
variable of the form

&(a) =& (ay—1), suchthat E,_1&(a) =Ei1&(a—q1) = 0.

Then we have
(1) Vi < Eo supaea (Ula) = 1, &(@))

Proof. Note that forany ¢ € ‘P, andt =1, ..., T,
Eo&i(a) =Eg Ky &, .., 1) =0,

so we have

Vo = supEo U(ar) = sup Eg (U(a) - th(a))

acP acP
T

< Eg sup (U(a) - Zg@)) )
acA =1



hence (ll) follows. To prove (I), consider
T
sup (U(a) - &:(a>)
acA —1
= sup <U(a) -
acA
-1

=Vy + sup | Ular) — Vi (ar- 1 + \( Viii(ay) Vt*(at_l))J

\
t

TFM%
I

Vi(a-1) —Ei Vt*(at—l)))

’ﬂ

acA ~~ ~"~
<0 due to Bellman Principle <0 due to Bellman Principle

Il
o

< Vg

Hence by (I1), (1) follows. m

3 Characterization and convergence of optimal penalties

For an arbitrary 7, 1 < 5 < T, and arbitrary a € A consider a system of random variables
§j(a) = ﬁj(aj_l) € ]:j7 such that Ej_lfj(a) = Ej_lfj(aj_l) =0.
Let us further introduce A®) := A, x - - - x Ay, and thus denote

a) = (a 1),

_ (
a= (at_17 t_17at7a

Let us define fort < T
T
bi(a) = bOi(a, 1) = sup [Ula)— D &(a) .
a) cA ) o
So, fort < 1" we have

T
et(atil) B G,Stlelgt {a(tﬂS)lelE(tH) <U(a) B Z fj (a)> a ng(a)}

J=t+2

= sup (9t+1(at—17 at) - ft+1(at—1, Clt) ) .
at€A:

Proposition 2 /ffort,0 <t < T, the system (§j+1(a))t§j<T is such that
0,41(a;) — &j1(ay) is Fj-measurable fort < j < T,
then we have
Oi(a; 1) =V (aj1) for t<j<T, and
§ivi(a) = V;H( a;) — EJV;+1( a;) for t<j<T.



Proof. The assertion follows by induction from the Bellman principle. For t = T the state-
ment (4) is obvious. Suppose the statement holds for 0 < ¢ < T. Assume the system
(&+1(a)),_<;p is such that (3) holds for time ¢ — 1. Then in particular (§;+1(a)),<; 7
satisfies (3) for time ¢, and so by the induction hypothesis we have (4). We thus obtain by (2)
and (4),

Or1(ai—2) = sup (Vi (ay—2,a4—1) — &(ar—a, ai-1) ) . (5)

at—1€A:—1

Due to the assumption for j =t — 1, §,(a) = 0y(a;_1) — &(a,—1) is F;—1 measurable, and
due to (4), 6;(a;_1) = V;"(a;_1). We so have that V;*(a;_1) — &(a;—1) is F;_1 measurable,
i.e.,

Vi(ar-1) — &lar1) = B [V (a-1) — &ilar-1)]
=Ei1 [Vi"(a-1)],

whence
&(a) = Vi(a1) — B Vi (ae1),
and from (5),

Qt—l(at—2) = sup E,, [V;*(at—%at—l)] = V;L*_1<at—2)7

at—1€A_1

so (4) holds fortime t — 1 also. m

Theorem 3 Let there be given a system (£"(a)), . := (£/(a)) .,y witha € A and ¢]'(a)

= ¢"(a;_1), and with the property
E. &' (a)=0 forall 0<t<T,
where the sequence (£'(a)),, is uniformly integrable. Further introduce

0i(a) := 0} (a1) == sup (U(a) - 5?(3)) ,

a®eA® o

cf. (1). Assume that fort, 0 < t < T, the system (§f+1(a))t<j<T satisfies foreacha € A,

Var; (07, (a) — &4 (a)) P50 forall t <j<T with

We then have foreacha € A,

07(a) 2 Vi(a; 1) for t<j<T (6)
n Li, 1 \ .
§j+1(a) - j+1(aj) —E; j+1(aj) for 1<j<T, (7)

where we assume that (A is such that) the sequence

0;(a) = sup)(U(a)—ZT:&"(a)), new,

aleAU I=j+1

is uniformly integrable too.



Proof. For t = T it holds

9T(aT—1) = sup U(aT—laaT) = V;(aT—1),
at€AT

hence (6), and (7) is trivially true. Suppose the theorem is proved for 0 < ¢ < 7" and that for
eacha € A,

Var; (607, (a) — &4 (a)) 50 foral t—1<j<T.
The as induction hypothesis (6) and (7) holds for time ¢. Take an arbitrary a € A.. Consider for

€ > 0 the set
AMt) = {107 (a) — &'(a) — Eia 67 (a)| > ¢},

By the conditional version of Chebyshev’s inequality, we have

Var,_ (97 (a) - & (a)

P
— 0,
2
e

Byt Ly = P [A"()] <

Since Ey_; 14n(4) n = 1,2, ... is uniformly bounded, hence uniformly integrable, it follows that

Langy =5 0, ie. P(A"(t)) — 0
thatis, 0} (a) — &'(a) — E;—1 6]'(a) — 0 in probability. By induction,
0 (a) EEN Vi (ag, ..., ai-1)

This implies
&'(a) =5 Vi (a1) — By Vi (ar)

since in addition the sequence (&;'(a)),_; , is Ul by assumption. So (7) is proved for time
t — 1. So we have

L
O (ar—2,ar1) — & (a2, ar1) — Ee oy Vi (ar1).
Hence it follows that,

07 1 (ar—2) == SUE (07 (a—2, ar—1) — &' (ay—2, a1-1) )
at—1€At—1

L
— sup K, V;*(atf% thl) = V;g*_l(atf2)7
at—1€AL1

that is (6). Finally note that a € A was arbitrary. m

Theorem 4 Let a system (5 (a))ae A (cf. Proposition 2) satisfy for some p > 1,

sup [|€;41(a)l|, < C for all 0 < j <T. (8)
acA

We also assume that (A is such that) the

sup [|0;(a)]l, < C for all 0 < j <T. 9)
acA



Assume that fort, 0 < t < T', we have that

sup EVar; (0;11(a) — &j41(a)) < € forall t < j < T. (10)
acA
We then have that
supE|6;(a; 1) — Vi'(aj 1)| < K, 77, for t <j <T, (11)
acA
SUPE| (ay) = Vi (ay) (12)

1
+E; Vi (ay)| S e ™52, for t < j < T,
for some constants K, F; > 0 depending on't only.
Proof. For t = T" the statement is obvious (cf. the proof of Theorem 4). Suppose the theorem
is proved for 0 < ¢t < T"and that

supEVar; (0, 11(a) — &11(a)) < € forall t —1<j < T.
acA

so (11) and (12) holds for time t. We now prove (6) and (7) for time ¢t — 1. Take an arbitrary
a € A. Consider the set

= { 60:(a (a) —E;_1 0:(a)] > 5173*2/”}-
It holds that

Ei1]0i(a) — &(a) — By 0y(a)] = By |0:(a) — &i(a) — Eior 6i(a)| 1ag
+E;_1 0,(a) — & (a) — Ei—y 6,(a)] Tavag

<E;1|0(a) — &(a) — Ei—1 0,(a)] Lag + =

Thus, by Hélder's inequality with g = (1 — 1/p)~!,

E[0;(a) — & (a) — K,y 0:(a)] (13)
< {/E |6:(a) — &) — B 6u(a)]" /ELug) + 57
1/q
Evar,_1(0;(a ) )
S 30 o__2 + 61_372/;)
€ 3-2/p

<(BC+1) 7
The induction hypothesis implies,
E |6, (a) — V*(ag, ..., a;—1)| < K, =7
hence, by (13),

E|&(ai-1) — Vi(aer) + Vi (a-1)]
<El0(a) — Vi (ar1)| + El§(a) — O:(a) + E;y 6:(a)]

+E |Ey (Vi*(as_1) — Oi(ar_1))| < (2K, +3C + 1) €' 527,



So since

Qt(at—l) - ft(at—l) - Et—lvt*(at—l)
= Oi(ai—1) — Vi (ar-1) — (&(a-1) — Vi (ar1) + BV (ar-1))

we have
E |0t(at*1) - ft(atfl) - Etfl‘/;*(atfﬂl
< (BK;+3C+1) 61_3*12/1’ =: Ft,lel_ﬁ,

i.e. since a € A was arbitrary, we get (12) for time ¢ — 1. Next we have

E ‘Ht_l(a) — ‘/;*_l(ao, Ce ,at_2)| =K Gt_l(a) — sup Et_lm*(ag, . ,at_l)

at—1€A1

=E sup (Qt(CLo, ey A2, atq) - ft(a(), <oy A2, thl) )
a;1€A 1

* 1— i X 1——L
— sup EiqVi%(ao,...,a1)| S Ca,_ Froge 5720 = Ky g€ 3270,

at—1€A-1

where Cy,_, is roughly the cardinality of A;_; (because A is nice (finite is enough)). We so
have, again since a € A was arbitrary,

_ 1
supE |9t—1(at—2) - V;il(at—2)‘ < Ky_1e 5,
acA

ie. (11). m
Theorem 4 can be formulated also as follows.

Corollary 5 Suppose that the system (5 ”(a))neN is such that (8) and (9) are uniformly satis-
fied for eachn € N, and that

D2
sggEVarj (07.,(a) — &1 (a)) < o forall t <j<T, n=1,2,3, ..,

where D > 0 is constant. We then have for n = 1,2, 3, ...,

D\
supE }Gy(aj_l) - Vj*(aj_l)| < K; (—) , fort < j<T,
acA n

D

l—m
|5 )~ Vi) + BVl < () erisi<
ac

for some constants K, F; > 0 depending ont only.



Theorem 3, Theorem 4, and Corollary 5 are important in practical situations, for instance, for
(possibly high dimensional) underlyings of jump-diffusion type in a Lévy-1td setup. In this envi-
ronment we may construct a class of uniformly integrable martingale increments. The exercise
dates 0 < s1 < - - < st are for notational convenience identified with the index numbers
O<l<---<T.

Let W be an m-dimensional Brownian motion and let /N denote a Poisson random measure in
R4, independent of W, with (deterministic) compensator measure v/(s, du)ds such that

/ / (Ju)* A Ju])v (s, du)ds < oo, s> 0.
0 JRra

Let (F)o<t<T be the filtration generated by 11 and N, augmented by null sets. Now let X be
a D-dimensional Markov process, adapted to (F;), and consider the mappings ¢ : [0, 7] X
RP — Rsgandd : [0,7] x RP x R? — R satisfying

T T
E/ (s, X,)[2ds + E/ |d(s, Xy, u)|*v(s, du)ds < oco.
0 0 R4

We define a class of uniformly integrable elementary martingale increments, MY7 as the set
of all martingale increments

M = (mj+1 (gpc,cpd) 0<5< T)

defined by

Sj+1 Sj+1 ~
My (9007 Spd) - / ¢C(S7 Xs) ’ dWS + / / Sod<87 XS7 U’) ’ N(d87 du)? where
S Re

Si

(14)
©° [0, T] x R” - R™ and ¢?:[0,7] x R? x R? — R? with
0’ < and |p7] < d,

with “-” denoting scalar product, and where N =N —visthe compensated Poisson measure.
Note that we have indeed

Ejm;iq (%00; Wd) = 0.
The quadratic variation of m,_ (goc, god) satisfies with the help of the BDG inequalities (see,
e.g., [10, Theorem 48])

t t
Elmjp (¢%,¢7) |2 <E  sup !/wC(S,Xs)-dWSJr// (s, Xo,u) - N(ds, du)|’
S5 s; JRY

85 St<Sj4+1

ti+1 tjt1
< C(E/ |gpc(s,X5)|2ds+]E/
t t

j j Ra

0%(s, X, u) v (s, du)ds)

tit1 tjt1
< C(E/ le(s, X.)[2ds + IE/ (s, X, ) Pu(s, du)ds) < C.
¢ , Ra

J tj



where C' > (0 denotes a generic constant which may vary from line to line. We then have for
every0 <3< T

sup Ejm|? < C < o0,
meMN

Finally, an application of the de la Vallée Poussin criterion yields that 90 is indeed a family of
uniformly integrable martingales.

4 Monte Carlo based regression algorithm for an additive
structure

Suppose that we have a reward functional of the form

T

Ua) =Y Ci(Xya,w),

t=0

where for each x and a, the random variable Cy(x, a;, -) is assumed to be F;-measurable and
Ci(+,-,-) is assumed to be bounded from above. We assume that the random argument in C;
stems from certain random constraints such that Cy(X;, a;,w) = —oo for a; such that the
constraint is violated. More specifically, we assume that

Ct(Xt7 at; CL)) - C(O) (Xt7 at)latGCt — 0 - 1at¢Ct
for F;-measurable random sets C;. Then we have

Vr(ar_1) = sup U(ar_1,ar)

aTEAT
T—1
= Z Cy(Xt,a) + Vr(ar—y)
t=0
with
VT(aTA) = SUE CT(XTa(anlaaT))-
ar€AT
For 0 < j < T we have generically,
j—1
Vi(aj_1) = Z Cy (X, a) +Vi(aj—1), where
t=0
Vi(aj_1) = sup [C(X;, (aj-1,a5)) + BV (a))] - (15)
a; €A

The relation (15) may be considered as the Bellman principle in terms of the V;. Now let us
construct in a Wiener environment generated by an m-dimensional Wiener process a back-
ward regression algorithm for ¢ = T, ..., 0. The extension to a jump-diffusion setting will be
straightforward and therefore omitted.

10



Algorithm:
Step 1: We simulate a Monte Carlo ensemble of trajectories (Xt("), 0<t<T,n=1,..,N)
(Xt(") = X" F = F., etc.) and initialize for n = 1, ..., IV, at time (index) T,

1957?)(5@_1) = Vé")(aT_l) = sgg Cr(X T),aT 1,ar), thatcorresponds to
ar T

0 (ar—1) = 05" (ar1) + ) Co(X[)

In view of (3), at ¢ = 7" all objects are trivially fT-measurabIe so there is nothing to do further.
Suppose that for £, 0 < t < T, estimations ﬁg")(aj_l), t < 5 < T, and “martingale incre-

ments” @ﬂ(a), t<j<T,n=1,.., N, are constructed, such that for t < j < T, (3), the

expected J;-conditional variance of

J
02 (ay) — E(ay) = 0 (a)) + 3 Cr(X,a,) - G (ay)
r=0
is “small”. Since the F;-conditional variance of the sample S°7_ C’T(Xﬁn), a,) is trivially zero,
this is equivalent with saying that the J;-conditional variance of

0 (ay) — €7 (ay)

is “small”. We then construct a next martingale increment &;(a), such that the expected F;_1-
conditional variance of

é}n)(atfl) — é}”)(at,l) is “small”, and Et,lgt(a) =0,

in the following way. For this it is enough to make sure that F;_-conditional variance of

~

19z(€n)(at—1) - Et(n) (ag_1) is “small’..

We consider two systems of basis functions (V% (t, 7)), <p<c » (9k(t 7)) << (that may co-
incide in principle) and carry out the linear regression procedure

(:y\tfl (atfl), Bpl (at,l)) =

N K m 2
. lkn
argmin z[t zfywkstl,tl C3Y <]:

YERK BeRKXm * k=1 I=1
N o 2
arg min Z [ﬁgn)(ahﬂ v p(si-1, X ( )> Tr [5"‘% H )

K K
yERE BeRE XM n—1

I,k

where the martingale increments m; := [mt are defined by

L:l,...,m,kz:l,...,K

mi* .:/ oe(s, X)dW!, 1=1,...m, k=1,.. K.

St—1

11



We then set on each trajectoryn =1, ..., NV,

ftn) (at—l) = gt(") (at—2, at—l) =Tr [ﬂt—l(at—% at—l)ml(sn)
and then set
Qo) — 9™ C x ™ _ )
t71(at—2) : SUE t (at—27 at—l) + t—l( t—1> (at—2, at—l)) & (at—2, at—l)
at—1€At—1
that corresponds to
t—2
07 (a-) = 0" (ar0) + ) C(X, a)
r=0
which then has “nearly” F;_;-conditional variance zero. We so proceed all the way down to

t = 0 and obtain a system satisfying Proposition 2 in an approximate sense. In particular we
end up with a system of coefficients

Fo1(ar_1), Bror (1)) € RE x RE*m 1 <t <T.

Step 2: We simulate a new Monte Carlo ensemble of trajectories (Xt(ﬁ), 0<t<T,n=
1, ..., N) and construct the martingale increment samples

& (a;) =T 5t—1(at—1)ﬁ"§ﬁ)} ;a1 €A, 1<i<T, n=1,..,N,

with o
w0 [ s X,

St—1

As an upper biased estimate we then construct

. 1 N T
Vo = =2 max (U(”)(a) — Zgn)(a)> .
n=1 t=1
Step 3: Note that for 0 < ¢ < T" we have the approximation
t—1
EiViii (a1, at) = Z Cr(Xr,a,) + EVi (a1, ar) + Co (X, a1, ar)

r=0
t—1

~ Z Cr(Xm ar) + /V\t(at—la at) : 1/1(5'75, Xt) + Ct(Xty A1, at)~
r=0

So, construct recursively on each trajectory

- ~ / (m) @) ) ()
Oégn) ‘= arg max ’Yt(ao >"'aat—(1ﬁ’)at) @féft7Xt ) , t=0,...,T,
ar€AL +Ct(Xt7a0 3 "'70[1‘,7170’15)

and then with (™ := (aéﬁ), . a@) , the lower biased estimate

N

{Flow 1 n n
View .= EZU( (™).

n=1

12



5 Model of hydro-electricity storage system

Our numerical experiments are carried out on an example from optimizing operations for hydro
storage systems as described in [9]. We consider a power generating company which runs a
network of hydro storage plants and participates in the trade on a wholesale electricity mar-
ket. The aim of the power generating company is to maximize its expected profits from trading
electricity by efficiently operating its hydro storage system.

We consider the following stylized model. Let 7' € N denote the maturity day of the planning
horizon and let ¢ € {0,1,...,7} denote a day within the planning period. Let (X;);—o,.. 1
be a process which models the dynamics of environmental factors and let (Pt)tzo,m,T be a
process which models the evolution of electricity prices. We assume P, to be adapted to the
o-field Fy = o(X, :u <t)fort =0,...,T. Atany stage 0 < t < T, the power generating
company submits a bidding curve b;(-). That is, the company commits itself at time ¢ to deliver
a volume b;(P,,1) at time t + 1. A positive volume means that the company is going to sell
electricity, and a negative value means that the company is ready to buy it. Since any continuous
function can be approximated by a piece-wise linear function with an arbitrary accuracy, the
bidding curve will be taken to be piece-wise constant and parametrized in the following way. For
a fixed grid of linearly ordered prices p; that are assumed to be positive, i.e.

0<p < piga, l=1,...,L—1,

the piece-wise linear curve b, is determined by

b}, if Py < p1
1 pl-1 .
be(Prvr) = U + 2= —(Por — pra), o1 < P < pu, (16)
bl it Py > pr

where bi denotes the volume to deliver at the following day ¢ + 1, associated to the grid price
p1- We further impose the monotonicity constraint

bh<bitt 1=1,...,L—1. (17)

To guarantee generation of the volume z; at time ¢, 1 < ¢t < T, the company can operate its
hydro storage system. Let there be J € N linearly arranged reservoirs and let ¢, ; denote the
charge and d, ; the discharge decision into and from reservoir j € {1,..., J}. The reservoirs
are assumed to be linearly upwards ordered, that is, reservoir j can only discharge to reservoir
7 — 1 and charge to reservoir 7 + 1. Let the total natural inflow (rain for example) on day ¢ be
given by (;1; in reservoir j, where (; > 0 are fixed coefficients. It is assumed that reservoirs
have a maximum water capacity U]R. The storage state of reservoir j € {1,...,.J} after the
operations of day t is thus given by

Ri =Rl —dyj+dyji1+ciy—cojrn+ Gl+ onan — o, (18)

: _ _ _ _ J
with 0y 41 =di g1 = ceyr1 =ce1 =0, ¢ j,dij, 005, R >0
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fort € {1,...,T}, where 0y,; is the overspill of reservoir j. The net trading volume at time ¢

has to satisfy
J

bt—l(Pt) = Z (n}jdt,j - U;Ct,j), (19)
j=1
where 7)}1, 7]5 are constant conversion factors for the turbine and the pump attached to the j-th
reservoir and &; > 7);. In order to guarantee that this volume can be realized at time ¢ for sure,
regardless the inflow /;, the bidding curve submitted at time ¢ — 1 need to be such that

J < ;
) — RJ —_ . . .. . — .
[b%—la bf—l} C Range {Z nj'ldj —15¢; R =Ty = dj +dja + ¢ = ¢ + 0541 = 05,

j=1
(20)
For the range (20) of the amount of electricity that can be sold or bought at time ¢ we hence
assume the worst case I; = 0. Denote further by ch and Uj‘-i the maximum pump and turbine
capacities, respectively. We thus have to satisfy the additional constraints
j R
R < Uj ,
dy; < U, (21)

(&
Ct,] S UJ.

The reservoir levels Ré at £ = 0 are assumed to be known. The goal of the power gener-
ating company is to maximize the expected profits from trading electricity under constraints
(16),(17),(18),(19),(20),(21). This optimization problem is equivalent with a recursive Bellman
principle of the form (15). Let us denote the controls by

7= (7., ) With 7 = (cr, dpy 00, by), t=1,...,T—1, mo = (by), 77 = (cr, dp, 01).

Note that at time 7" the bidding curve by is void since in the present setup there is no electricity
to deliver at time 7'+ 1. Further, k; := (Ky1, ..., ki) fork € {c,d, 0} and b, = (b}, ..., bF),
and let us denote the constraints by

I, := {m cfor 0 < s < t, m, satisfies (16),(17),(18),(19),(20),(21) with ¢ replaced by s}.
By construction we have for a generic state ¢ that
m el =V, (7Tt,1) > —00, 1<t<T.

For a clear exposition we will carry out the initialization and the first backward step in detail. At
time 1" we have in view of (16), (19) (with slight abuse of notation),

Vr = Vr (7I'T—1) = max CT(XT,ﬂ'T—h 7TT) = PTbT—l(PT)a o € Hp_y.

(mp_1,m7) €y

Next, at time 7' — 1 (15) reads,

Vr_i(mr_g) = sup Cr—1(Xr—1,7r—o, 1) + Er_ Vr(7wr_1)]
(wp_g,mp_1)€llr_
= sup [Pr_1br—o(Pr_1) + Eq_1 [Prbr_1(Pr)]]
(mr—g,mr—1)EMp_y
= Pr_1br—o(Pr-1) + sup Er_y [Prbr—1(Pr)].

(mr_2,(cr—1,dr_1,0r—1,b7_1))EMT_1

14
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} |



For a generic 1 <t < T we get,

Vi(mio1) = Pbey(P) +  sup EVp(meor, m).

(mp—1,m¢) €Ty

The time ¢ = 0 needs separate consideration,

Vo = sup Eovl(ﬂo)-

mo€llp

Let us now describe the model of the stochastic process. We define X, := (G4, Ty, I;) where
(5; denotes the gas price, I; denotes the inflow and 7} the temperature. In detail, we assume
that

2

logGy  =log Gy + (u — %) t+ aWt(l),

t 2
[ w? w
T; =T+ / S (gl + G/ 1+ ? sin(ws + ¢3 + arctan g—) — TS> ds + §4Wt(2),
0 0 0
+
t w? w 3)
I, = | Io+ [ wvo|vr+wy|l+ —5sin(ws+ vs+arctan —) — I, | ds + v W, ,
0 Yo Yo

where w = 3% is the frequency of the seasonality, W, = (Wt(l), Wt(z), Wt(g)) is a three

dimensional standard Brownian motion, and the electricity price is modeled as
Py = paGy + pr'ly + prly.

Here u, o, s;, v;, p; are known fixed coefficients, ¢y, v9 > 0. The models for the temperature
and the inflow are chosen such that these quantities track the sinusoidal reference curves

T = ¢ + @sin(wt + ¢3),

[fef = U1 + vy sin(wt + v3)

reflecting the influence of annual seasonality.

5.1 Solution algorithm

In this subsection we present a problem-specific regression algorithm for the hydro storage
problem in the spirit of Section 4. Note that at time ¢, all information generated by the preceding
decisions which is relevant for future decisions is encoded by the water levels R{,l and the bid
curve b;_1 which was submitted the previous day.

Feasibility set. When at the beginning of day £ the electricity price P, and the inflow I; be-
come known, the producer has to decide how to choose the design variables d; ;, ¢; ;, 04 ; in
order to produce the needed amount of electricity b;,_1(P;) and to submit the bidding curve b;,
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while respecting constraints (17),(18),(19),(20),(21). These constraints are linear in the decision
variables, i.e. of the form By < ¢, Bom = g with fixed coefficient matrices B, and Bs. How-
ever, the right-hand sides of these constraints depend linearly on the random variables P, I;.
This kind of random linear programs with right-hand side depending linearly on the random pa-
rameter is well studied, and we give some background information on this type of problems in
Appendix A. The maximal amount of electricity that can be produced is limited by the available
water in the reservoirs, encoded by the water levels 12/, and by the capacities Ujd of the turbines.
In the considered model we do not allow the producer to cover any deficit by buying on the spot
market, and hence we are dealing with hard constraints. Let us determine the upper bound of
the range (20). Emptying the reservoirs completely, i.e. R/ = 0, and assuming discharge of
water only, i.e ¢c; = 0, yields by virtue of the balance equation

_ P — — —
dj —dj+1 _Oj+1+0j _Rt—17 O0J+1 —dJ+1 =Cj+1 = C1 = 0.

So 3=, nld; attains its maximum for

J
J J +
d; = min (Z RF Uf) . 0= (Z RF - Uf) :
k=j k=j

which yields the upper bound

J J
i (3.
j=1 k=j

It is not difficult to see that the range (20) is unbounded from below (in principle). Indeed, When
buying and storing electricity we do not encounter a hard constraint, since any excessive water
charged into an upstream reservoir will return downstream by virtue of the overspill. However,
it does not make sense, to charge more water than can be stored and discharged later, leading
to a finite lower bound on (20) in practice.

We are now going to describe the algorithm.

Step 1: First simulate trajectories Xt("), 0<t<T,n=1,..., N.Wethen proceed recursively,
constructing the dual martingale penalties from ¢ = T' backwards in time down to ¢ = 0.

Fort =T andn =1, ..., N, initialize
{9\(”) b R — P(”) b P(")
7 (br—1, Rr—1) s br_(Pr). (22)

Note that (22) is linear in (by_1, Ry—1).

For general 0 < ¢t < T we assume that 5§")(bt_1,Rt_1), n = 1,..., N, has already been
constructed as a linear function. We then compute functions

(F—1(br—1, Ri—1), Br—1(b1—1, Ry_1)) :=
N

K K m
argmin 3 I (b Bia) = 37 i (G") =33 gm0
k=1

K K
YERE, BERK XM k=1 I=1
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by linear regression, where 1, = 5, m = 3, and

t
i = [
t—1

are the realizations of the basis martingales. Further, setforn =1, ..., N,

K m
EM bt Rit) = 30 B (b, Ry mi ™,

k=1 I=1

n)

Notice that 7;_; and Bt_l, and hence also é are linear in (bt_l, Rt_l). Next we compute for

n=1,..,N,

(b2 Rea) = PO bia(PE) + sup (0 e, Rut) = &7 (b1, Bi))

bt—1,Re—1€ll;—1
(23)

- Pt(f} ‘ bt_Q(Pt(f})—i_

K m
sup <1/9\§”)(bt—17 Riq) — Z Zﬁf_’ll(bt_h Rt—1)mi’k’(”)> .

bi—1,Re—1€ll;—1

Here 5 " is just a number, as it lacks any arguments, and 5 " effectively depends only on by,
because R, is fixed and not a design variable. Note also that 19 (bt 2, R;_2) depends only
on those components of b;_, which correspond to the end-points of the price interval containing
the price 2"} on the price grid.

Note that the maximization problem in (23) is a parameterized linear program, because all con-
straints as well as the cost function are linear in the decision variables m;_1, %;_1. The param-
eters of this program are the water levels R;_5 and the bid curve b;_5 from the previous day.
These parameters enter only in the right-hand sides of the equality constraints, and their depen-
dence is linear. From general properties of the golution of linear programs it then follows that the
objective value and therefore also the function ﬂtnl(bt 9, Ry 2) is concave in (b;_o, R;_2). We
may then construct a finear approximation U\, (by_a, Ry_s) of 19t ) (by_s, Ri_3) by computlng
a supporting hyperplane to its hypograph. It then follows that 19t 1 is an upper bound for 19t 1-

For details we refer to the Appendix at the end of this paper.

In this manner we proceed in backward time up to ¢ = 0 and obtain a system of coefficients

(Fe—1(br—1, Re—1), 3::—1(1%—1, Riq)) e RE xRF*™ 1<t <T.

-----

construct the martingale increment samples

m

K
5t(n)<btfl7 Riq) = Z Zﬁfjl(bt—l, th)ﬁ‘li’k’(n), 1<t<T, n=1,..,N,

k=1 l=1
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with o
mbk ::/ O (XY aW L
St—1

As an upper biased estimate we then construct

N T
~ 1 _
\/Op;:ﬁgbo(wl)max <§jp be_s ( —> &M (b1, Re- 1)).

< ,(b1,R1),., (br—1,RT_1) —1

Step 3: Construct recursively from ¢ = 0 to ¢ = 1" — 1 on each trajectory

and compute the lower biased estimate

‘70[01” == Zzp(n tnl ﬁ))'

=1 t=1

Note that for 0 < ¢ < T" we have the approximation

K
AR Z (br, Re)thi(Xy).

6 Numerical tests

We test our algorithm in a setting with four time steps ¢ = 0,...,3, J = 2,...,4 reservoirs,
rising energy prices and large capacities. In this setting, the expected revenue heavily depends
on the employed control strategy. Intuitively, the best strategy is saving water at the first time
steps and releasing it later. The basis functions used in the regression procedure in Step 1
above are chosen to be polynomials of order 2 in the components of the driving process. The
Monte-Carlo simulations comprised 1000 paths for each value of J and the initial conditions
were such that each reservoir is half full at the beginning. Pumping water up and down in a
cycle corresponds to an efficiency of 50%, i.e., the consumption of the pumps is twice as high
as the efficiency of the turbines.

The parameters of the simulation are summarized in Table 1.

The gas price is a geometric Brownian motion with drift 1 = 2.5 and variance o = 0.005.
Therefore the gas price rises sharply over the considered time horizon, and it becomes much
more profitable to produce and sell later within the horizon. The parameters of the temperature
and inflow are chosen such that the mean value of these processes matches the observations
in Vaduz, Liechtenstein.
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Table 1: Parameter values.

For each value of the number of reservoirs J = 2, 3,4, an upper bound on the value of the
optimal control problem has been computed as described in Step 2, and a lower bound has
been computed as in Step 3. These bounds have then been refined in a local search over the
coefficients 5 and . In addition, the performance of a simple strategy has been recorded which
consists in selling on each day as much electricity as possible while respecting the constraints.

J=2 J=3 J =14

Upper Bound 8165493 12360195 16554896

Lower Bound 6748607 9669602 12551734

Optimized Upper Bound 8125700 12309000 16499000

Optimized Lower Bound 7126300 10345000 13580000

Simple Strategy 1793736 5993296 10213987
Table 2: Results of the simulation with and without final local search.

From the results summarized in Table 2 it can be seen that the bounds computed by our al-
gorithm cannot be significantly improved by a local search, especially the upper bound. This
means that the algorithm finds a martingale that gives close to optimal performance. The con-
trol strategy computed from the dual martingale outperforms the simple strategy and is in fact
nearly optimal, as the close-ness of the upper and lower bounds demonstrates.
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Parameterized linear programs

Consider a linear program

max(c, ) :  Aegl = begy Aineg® < bineg,

where the right-hand sides of the equality constraints depend on a parameter ¥, b., = beq(y).
Then the optimal solution and the optimal value of the linear program also depend on this

20



parameter. The dependence of the solution of an optimization problem on its data is the subject
of sensitivity analysis. For linear programs, sensitivity analysis has been considered in [6], see
also [3] for the case when the dependence on the parameter is linear.

We are interested in the case when b, is a linear function, b.,(y) = By + beq. Pass to the
dual program

min<)\eqa beq<y)> + <)\ineq7 bineq> . AZquq + Az;leq)\ineq = C, Aineq 2 0

The feasible set of this dual program does no more depend on the parameter y, but now the
cost function is concave in y. Note also that if the dual program is feasible, then it has the same
optimal value as the primal program, because Linear Programming exhibits a zero duality gap.

Let F'(y) be the optimal value of the primal and dual programs above as a function of the pa-

rameter. Fix y = ¢ and consider the solution A7, A}, ., of the dual program with this parameter

value. This solution is a feasible point of the dual program for any parameter value. We then get
for arbitrary y that

F(y) S <)‘:q7 beq(y» + <)‘;<neq’ bineq> = <)‘:q7 beq@)) + <)‘:<neq’ bineq> + <>‘:q7 B(y - g)>
= F@) +(B" Xy =)

It follows that the vector BTng is a super-gradient of the concave function F'(y) aty = 9.
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