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Abstract. This is a survey on the parabolic Anderson model, the Cauchy problem
for the heat equation with random potential. This model and many variants is(studied
for decades by many authors, with a particularly high intensity since 1990. It has rich
and deep connections with questions on random motions through random potential,
trapping of random paths, branching processes in random medium, Anderson local-
isation, and more. It shows interesting behaviours like intermittency;“concentration,
ageing, Poisson process convergence of eigenvalues and eigenfunction localisation cen-
tres, and more. Furthermore, its mathematical treatment requires combinations of
tools from various parts of probability and analysis, like spectral theory of random
operators, large deviations, extreme value analysis.

In this survey, we introduce the model, present various aspects and the relevant
questions, the mathematical tools for its general and’special treatments of its various
properties and give an account on the available results, We also explain connections
with related models and objects like random“directed polymers in random environ-
ment, functionals of local times of random motions.

We tried our best to write this textrina pedagogical way, such that it can be digested
and taken as an inspiration by advanced undergratuate mathematics students. As far
as it was possible, we drop all technical,details and concentrate on the explanation of
the effects and the description of the essence of the mathematical proofs.
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1. INTRODUCTION

Random motions in random media are an important subject in probability theory since there are a
lot of applications to real-world problems in the sciences, like astrophysics, magnetohydrodynamics,
chemical reactions. For these reasons and also because of its mathematical interest, they have been
studied a lot for decades, with a particular intensity in the last twenty years. There is a number of
different models of random motions in random media, like random walk in random environment, the
random conductance model, random walk in random scenery, random walk in a random potential.
Because of the variety of models, there is also a variety of questions and of mathematical methods to
answer them, like homogenisation, subadditive ergodic theorems, Lyapounov exponents, and more.
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In this survey, we are interested in the model of a random walk in a random potential, often also
called the parabolic Anderson model (PAM). Alternately, the PAM is often introduced as the solution
to the (Cauchy problem for) heat equation with random potential, a fundamental partial differential
equation (PDE) with random coefficients. Here the walk has a strong tendency to be confined to
a preferable part of the random medium, and these turn out to be very local and widely spread.
Therefore, the global properties of the system are not determined by an average behaviour (like’in
situations where homogenisation works well), but by some local extreme behaviour. This makes the
PAM an exciting field to study. Furthermore, for the study of the PAM, a significant number, of
mathematical tools had to be developed or to be adapted since 1990, which have later foundyuseful
also for the study of a number of other models in statistical physics. Furthermore, becauséof its relative
simplicity and the extraordinary explicitness of representations of the solution, the PAM servesas one
prime example of a PDE with highly irregular behaviour, for which a detailed rigorous analysis of its
solution is possible, going far beyond questions like existence and uniqueness.

The PAM has become a popular model to study among probabilists and mathematical physicists,
since there are a lot of interesting and fruitful connections to other interesting topics\such as branching
random walks with random branching rates, the spectrum of random Schrédinger operators, extreme
value statistics, convergence of point processes and variational problems.s The.mathematical activity on
the PAM is on a high level since about 1990, and many specific and deeper-questions and variants were
studied specially in the last few years, including, but not being limited to, time-dependent potentials,
connections with Anderson localisation or transitions betweeniquenched and annealed behaviour. For
this reason, it seems rather appropriate to provide a survey that collects, in a pedagogical manner,
most of the relevant investigations and their interrelations, ‘andto put them into a unifying perspective.

We decided to devote most attention to the case ofya static random potential, i.e., a potential
that does not depend on time, although there are many good reasons to study also the case of a
time-dependent potential, which one could call the,dynamic case. For our decision, there are a couple
of reasons, the most prominent of which are that (1) the static case has, in contrast to the dynamic
case, many connections with the spectral properties of the Anderson Hamilton operator, and (2) the
results that have been derived in the static case are much more explicit and more directly interpretable
than in the dynamic case. Nevertheless, the set of time-dependent potentials that are interesting for
the PAM is definitely much richer<and comes from more different interesting applications and is still
growing.

We also decided to put the main weight on the PAM in the discrete spatial setting, i.e., on Z¢, even
though the spatially continuous setting on R? (i.e., with random walks replaced by Brownian motion)
is equally interesting-and_mathematically challenging. The main reason for this mild self-restriction
is the existence of the formidable monograph on the R%-case, [Szn98|, which is developed from the
viewpoint of random path measures for Brownian motion trapped in a Poisson field of obstacles and
contains a Jdot“ef results that have a direct impact to the PAM. In these notes, we will by no means
neglect the material of [Szn98|, but rephrase it in a way that is relevant for the PAM; however, we take
the freedom towrefer sometimes to [Szn98| for deeper comments on proof methods or interpretations.

These notes partially rely on the older survey [GarKon05], but take the freedom to stress new
aspects, give much more intuitive comments that might be helpful for the beginner, and of course
colléct and comment the latest developments of the work on the PAM.

In Section 1.1 we introduce the model and the relevant questions, explain the heuristics and survey
the most important tools. One of the most fundamental questions, the asymptotics of the moments
of the total mass of the model, is heuristically explained in Section 4: first we reveal the mechanism,
then we bring and comment some detailed formulas. The almost sure asymptotics of the total mass is
explained in Section 6. Again, we first clarify the mechanism and provide explicit formulas afterwards.
Section 7 is devoted to the question where the total mass mainly comes from, that is, to concentration
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properties of the model. Here we also explain rigorous connections to Anderson localisation. Finally, in
Section 8, we briefly summarize a number of directions that have been studied recently, like acceleration
and deceleration, PAM in a random environment and ageing. In the final Section 10, we enter the
big and largely unexplored world of time-dependent potentials and describe some of the most relevant
examples, motivations, results and open questions.

1.1 The parabolic Anderson model on Z%.

Let us introduce the model in the spatially discrete case. We refer the reader to [Mol94] and [CarMol94|
for more background, to [GarMol90| for details of basic mathematical properties of the modely andto
[GarKon05] for a survey on mathematical results up till 2005.

We consider the non-negative solution u: [0, 00) x Z¢ — [0, 00) to the Cauchy problem for the heat
equation with random coefficients and localised initial datum,

%u(t,z) = Alu(t,z) + &(2)u(t, 2), for (t,2) € (0,00) x Z¢, (1.1)

u(0,2) = do(2), for z € 74 (1.2)

Here & = (£(2): z € Z%) is an i.i.d. random potential with values in [~0y00), and A is the discrete
Laplacian,
Nf(z)=>"[fly) - f(2)], for z e ZNf 2% — R.
yr~z

Certainly, A? applies only to the spatial dependence of uy we wnderstand Alu(t, 2) as [Alu(t, -)](2).
The parabolic problem (1.1) is called the parabolic Anderson model (PAM). We denote expectation and
probability with respect to the random potential by (-} and Prob, respectively. The operator A + ¢
appearing on the right is called the Anderson, Hamilténian; its spectral properties are well-studied in
mathematical physics, see Remark 2.3.3.

The fundamental starting point of the study/of the PAM is provided by the following.

Thm-PAMexist [Theorem 1.1 (Existence and uniqueness). Almost surely, the equation (1.1)~(1.2) has precisely one
solution u(t,-) if the potential satisfies the integrability condition

<(<10§22$>+>d> <o (1.3)[existcond]

where x4 1is the positive part of x.

See [GarMol90y, Theorem 2.1| for a proof of this fact and the derivation of the Feynman-Kac
formula for the solutiony-which we spell out only in Section 2.1.2. It is also shown there that the
condition (1:3) is necessary in a certain sense. The main argument for the existence part is that the
Feynman/Kae formula is shown to be finite (using a comparison of the speed of the underlying random
walk and the asymptotic growth of the potential), and this implies that this formula is a solution to
(1.1)-(1.2). “The uniqueness part is done by showing that, for some sufficiently negative «, the set
{2 €Z%: £(2) < a} does not contain any unbounded component.

Henceforth, we assume that (1.3) is satisfied and denote by u the non-negative solution. See
Remark 1.2 for other initial conditions instead of (1.2).

The PAM describes a random particle flow in Z¢ through a random field of sinks and sources.
Sites z with £(z) < 0 are interpreted as sinks, traps or obstacles (“hard” for £(z) = oo and “soft”
for £(z) € (—00,0)), while sites z with £(z) € (0,00) are called sources. Two competing effects are
present: the diffusion mechanism governed by the Laplacian, and the local growth governed by the
potential. The diffusion tends to make the random field u(t,-) flat, whereas the random potential £
has a tendency to make it irregular. This is understood best by considering the two separate equations
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Sru(t, z) = Au(t, z) and %u(t, z) = &(2)u(t, z) under the same initial condition. The first one is called
the (Cauchy problem for the) heat equation and implies that the exponential growth rate of u(¢, z)
at some point z € Z% is proportional to the sum > oy~elu(t,y) — u(t, 2)]. In particular, u(t, z) grows
if the average value of u in the neighbouring points is higher than u(t, z) itself and decreases in the
opposite case, which corresponds to heat spreading evenly over a surface. The second equation admits
the simple solution u(t,z) = e(*), 2z € Z% which does not admit any interaction between differént
lattice points and is extremely irregular for large ¢ as we may have considerably different growth rates
along the lattice points. In (1.1), both these effects interact, and it is highly non-trivial to separate
them again in a meaningful way. There is an additional interpretation in terms of a branching process
in a field of random branching rates, see Remark 2.1.1.

Remark 1.2. (Other initial conditions.) Instead of the localised initial condition u(0,-) = do()
in (1.2), certainly also other initial conditions u(0,-) = ug(-) may be considered, as long as/the initial
function wug is non-negative and satisfies

lim sup U080+ . (1.4)[u0cond |
a0 |2]log 2|
see |GarMol90, Theorem 2.1]. Observe that the superposition principle holds: JIf w(t,-) and u(t, -) are
the solutions with initial condition wuy and g, respectively, then (u-4#)(t;-) is the solution with initial
condition ug + ug. The most-studied choice, apart from ug = dg, iS\ug =-1, in which case the random
field u(t,-) is stationary, i.e., its distribution is shift-invariant for any ¢. Denoting the solution by
v: (0,00) x Z% — [0,00), the superposition principle implies that (¢, 0) = > ez u(t, z) if u solves
(L.1). O

Remark 1.3. (The PAM in boxes.) The PAM can also be considered in a given finite set B C Z¢,
but one has to specify the boundary conditions. The two mainly used boundary conditions are the
Dirichlet boundary conditions (by which we mean zero boundary conditions) and the periodic boundary
conditions, the latter only for the case that B is arectangle (We will then take B always as a cube, often
a centred cube). If B contains the origin, we denote by up: (0,00) x Z¢ — [0, 00) the localised solution
with zero boundary condition, i.e., the“solution to (1.1)~(1.2) on (0,00) x Z¢ such that u(t,z) = 0
for every z € Z9\ B. Note that_ in the term Alu(t,-) also bonds between B and B® occur. If
B = (—R,R*N 7% with R € Nis.a’centred cube, then we denote by u's™: (0,00) x B — [0, c0)
the solution to (1.1)—(1.2) with\periodic boundary condition. There are two ways to understand this
definition. First, one conceives uf™ as the solution to (1.1)—(1.2) on (0,00) x Z¢ with the extra
condition of periodicity, (ile., u(t, z + Re;) = u(z) for any t € (0,00), z € Z% and i € {i,...,d} (where
e; € Z¢ is the i-th umit-vector) and restricts this solution to (0,00) x B, or one restricts (1.1) to
z € B and replaces,the Laplace operator AY by the one on ¢2(B) with periodic boundary condition.
Alternatively, we,consider B as the d-dimensional torus and take A? as the canonical Laplace operator
on this torus.

Both uptand uger) are important for the study of the PAM, as they will turn out to serve as lower,

respectively upper, bounds for u, see Remark 2.1.3. <&
Rem-PAMBox
Remark 1.4. (The PAM on R%.) The spatially continuous version of the parabolic Anderson model
is given by
0
"
u(0,z) = do(z), for z € RY, (1.6)
where A is now the usual Laplace operator, and V: R — [—00,00) is a random field, which we assume
to be sufficiently regular and integrable. Much of the preceding has an analogue; we are not going to

t,x) = Au(t,z)+ V(z)u(t,x), for (t,2) € (0,00) x R%, (1.5)
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spell out all this explicitly. If V' is stationary (i.e., if its distribution is invariant under shift by any
vector in R?), then also u(t,-) is a stationary field for any ¢. One possible choice is to take V constant
on the unit boxes z + (—31, ] for any 2 € Z? with value £(z) for some i.i.d. field (£(2)),cz4; Which
mimicks the discrete case above, and this potential is not stationary with respect to all shifts. One
interesting choice of V is a white noise, i.e., an i.i.d. potential on R%, but its analysis is widely open
yet. This is truely a potential with correlation length zero, while i.i.d. potentials ¢ on Z% should be
conceived as belonging to the class of potentials on R? that have a fixed positive correlation,length,
via the above device. (We use the term correlation length in the sense of the infimum over R, > 0
that potential values are independent if their distance is > R.) However, practically all interesting

potentials on R? have a positive correlation length, some even infinitely large ones. O

Rem-PAMcont

Remark 1.5. (The PAM on graphs.) It makes perfect sense to consider the PAM on an arbitrary
graph G instead of Z%, replacing A? by the standard graph Laplacian

Ap(g) = > (o(g) — p(h))>.

heG: (g,h) is an edge

One interesting choice is the graph G = {0,1}" for some N € N, which models the set of all gene
sequences of length N (where we simplify the presence of foursalleles to just two, called 0 and 1).
For this choice, the branching process picture that we explaintin Remark 2.1.1 makes good sense for
biological applications, since it models the random occurrences ofymutants in a large population. The
state space G is not interpreted as the region in which(the population lives, but the gene pool that
the individuals may have. The potential £: G — R is the ‘fitness landscape’, which attaches to each
gene sequence g its fitness {(g). Choosing the £(g) as independent and identically distributed random
variables is in accordance with the current/state of understanding of biological systerms.

This model is considered in [AveGiinHes15|, \where the question is answered how much time (in
dependence of the length of the gene sequencés— N) the system needs to reach the ‘fittest’ site with
the main bulk of the population. This question was answered for the complete graph {1,2,..., N},
where all bonds {1, j} are edges with i j5in [FleMol90|. <&

Rem-PAMgraph
rinquestions [1-2 Main questions

As is common in statisticalhmechanics, we distinguish between the so-called quenched setting, where
we consider u(t, -) almost surely with respect to the medium &, and the annealed one, where we average
with respect to § It\is¢lear that the quantitative properties of the solution strongly depend on the
distribution of thefield & {more precisely, as we we will see, on the upper tail of the distribution of the
random variable £(0)), and that different phenomena occur in the quenched and the annealed settings.

Our ‘main purpose is the description of the solution u(t,-) asymptotically as t — co. One of the
main objects of interest is the total mass of the solution,

Ut)=> u(tz), fort>0. (1.7)[Utdet |

2€74
We ask the following questions:

(i) What is the asymptotic behavior of U(t) as ¢ — oo in the annealed and in the quenched
setting?

(ii) Where does the main mass of u(t,-) stem from? What are the regions that contribute most
to U(t)? What are these regions determined by? How many of them are there and how far
away are they from each other?
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(iii) What do the typical shapes of the potential £(-) and of the solution u(t,-) look like in these
regions?

(iv) What is the behaviour of the entire process (u(t,))ic[,0c) Of the mass flow? Does it exhibit
ageing properties?

Remark 1.6. (Intermittency.) The long-time behaviour of the parabolic Anderson problem is well-
studied in the mathematics and mathematical physics literature because it is an important example
of a model exhibiting an intermittency effect. This means, loosely speaking, that most of the\total
mass U(t) defined in (1.7) is concentrated on a small number of remote islands, called the intermittent
islands. Much of the investigations of the PAM was motivated by a desire to understand this effect in
detail.

However, this definition of intermittency is on one hand too detailed to be formulated €oncisely
and on the other hand too little rigorous, as a precise definition depends on details of the potential.
Hence, less detailed, but rigorous definitions of intermittency are helpful. One of the most often used
defintions is in terms of the moments of U(t): intermittency is often defined by the requirement

L (U@p)r

limsup flog W < O, for 0 < p <q, (18)

t—o0 t

where () denotes expectation with respect to £. The left-hand“side is - non-positive by Hoélder’s in-
equality; the requirement is that the quotient of the p-norm and the ¢*riorm decays even exponentially
fast in ¢.

Let us briefly illustrate what (1.8) implies forsthe®large-time behaviour of the solution, see
[GarMol90, Section 1|. Write —a for the left hand side of (1:8), pick some ¢ € (0, a), and consider the
event

Ey = {U(t) > (U ()")"/7}.
With Prob denoting the probability w.r.t. the random potential £, we may estimate

p
Prob(Ep)= Prob (701 > ¢77) < e, (1.9)[probEtsmall]

with the help of Markov’s inequality; so'the E; are exponentially rare events. On the other hand, we
see that the main contribution of the ¢ moment comes from these rare events as follows. We have

U@ M) (UG UU @) < (U @P)IPY) _ U E)P)?

(U(t)9) Y (U(t)9) = v (1-10)

Hence, combining with, (1:8), we see that its exponential rate is negative:

lim sup 1 log 7<U(t)q]lE§>
t—oo 1t U(t)7)
This means'that the left-hand side of (1.10) decays exponentially fast towards 0, which implies that

(UB)9) ~ (U(#)91g,). Summarizing, the main contribution of the ¢® moment comes from an event
whese probability decays exponentially fast.

< qge —qa <0.

Strictly speaking, (1.8) does not say anything about the spatial structure of the solution w(t, ).
However, if one recalls from Remark 1.2 that U(t) = v(¢,0) with v the solution of (1.1) with ho-
mogeneous initial condition v(0,-) = 1, then we see from (1.9), using the ergodic theorem, that the
set {z € Z%: v(t,z) > =(U(t)P)1/P} of highest exceedances of the field v(t,-) has an exponentially
small density. What is not clear at the moment (and whose formulation needs also some more care)
is that it is this set that gives the main contribution to the total mass U(t), more precisely, to its ¢-th
moments. Much of this following, in particular Sections 4 and 7, is devoted to a thorough explanation
of intermittency in this spatial sense.
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One of the starting points of the interest in the PAM and of the research on the PAM is the
following fact, see [GarMol90, Theorem 3.2|.

Theorem 1.7. Whenever £ is truly random, the parabolic Anderson model is intermittent in the sense
that (1.8) holds.

This fact is one of the leading sources of motivation and has been severely extended into various
directions; much of this text is devoted to this. <

em-Intermitt

2. TOOLS AND EXAMPLES OF POTENTIALS
2.1 Probabilistic aspects

The PAM has a lot of relations to other questions and models, which explains the great interest that
the PAM receives. We briefly survey the most important ones. In this section we\concentrate on
probabilistic aspects; see Section 2.3 for spectral theoretic aspects.

em-Branching
2.1.1. Branching process with random branching rates. The solutien w(to (1.1) also admits an inter-
pretation that arises from branching particle dynamics, see [GarMol90|. The following model is one
important representative of a class of models called branchingsrandom walk in random environment

(BRWRE).

Imagine that initially, at time ¢ = 0, there is a“single paxticle at the origin, and all other sites are
vacant. This particle moves according to a continuous-time symmetric random walk with generator
A, When present at site z, the particle is split into two particles with rate £, (x) and is killed with
rate £ (z), where £ = (§4(2)),eze and €L =(€_(2)),eza are independent random i.i.d. fields. (£_(z)
may attain the value 0o.) Every particle continues from its birth site in the same way as the parent
particle, and their movements are independent:-Put (z) = 4 (x) —&_(x). Then, given {_ and &4, the
expected number of particles present at the site x at time ¢, as a function of (t,z) € [0, 00) x Z¢, solves
the equation (1.1) and is therefore, by uniqueness, equal to u(t, z) [GarMol90]. Here the expectation is
taken over the particle motion and over the splitting resp. killing mechanism, but not over the random
medium (€_,&4). The fact thatsthe expected particle number solves (1.1), is standard in the study of
branching processes; see [Hol00] for an elementary derivation.

The successful work on,the PAM since 1990 has fertilized also the study of the BRWRE, but to
a surprisingly little extent.yet. In Section 9.2 below, we survey some heuristics and results on the
BRWRE that are¢ influeniced by the PAM.

Rem-FKform

2.1.2. Feynman-Kac formula. Some of the most interesting applications of the PAM are best explained
in terms.of anexplicit formula for the solution in terms of random walks. A very useful standard tool
for the probabilistic investigation of (1.1) is the well-known Feynman-Kac formula for the solution w,
which reads

u(t, 2) = Eq [exp{/otg(X(s)) ds}az(X(t))}, (t,2) € [0,00) x Z°. (2.1)[FKforn]

Here (X(s))sefo,00) 18 @ continuous-time random walk on Z¢ with generator A' starting at z € 24
under E,. By summing up over all z € Z%, we see that the total mass U(t) admits the Feynman-Kac
representation

U(t) = Eo[exp{ /0 E(x(s)) as}],  telo00). (2.2)[FKtornTotal]

We refer the reader to [GarMol90, Theorem 2.1| for a proof of (2.2) or (2.5), which is intimately
connected with the almost sure existence and uniqueness of a solution to problem (1.1). Actually, the
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restriction to a finite box is technically much easier to handle (see Section 2.1.3); in the infinite-space
version (2.1) one has to control the decay of the potential £ at infinity for proving the finiteness, and
some percolation arguments are necessary for uniqueness, see our remarks after Theorem 1.1.

For the sake of better understanding, we give an explanation why the Feynman-Kac representation
given in (2.1) actually solves problem (1.1). Consider the family of operators (P;):>¢ acting on the
bounded functions on the lattice as

PLf(z) = Ex[exp / E(X(s)) ds}FX(D)], (8.2) € [0,00) x 2 (2.3)[ FRsenigroup]|

By time reversal, we see that (2.1) is tantamount to

ult,2) = Pudo(2). (2.4) Fisotuion]

An application of the Markov property shows that the family (P:):>0 is a semigroup. Elementary
calculations reveal that the corresponding generator is equal to A + ¢ showing-up on the right hand
side of (1.1). At least formally, we obtain the forward equation %Pt [ =& + &P, f, which means
that (2.4) solves the parabolic Anderson problem (1.1). The initial condition u(0, z)"= do(z) is trivially
satisfied as Py = Id. From the derivation above, we see that the Feynman{Kac formula is true for other
initial conditions as well.

FK FORMel ON R? FORMULIEREN?

Isfinitebox

2.1.3. Finite-space Feynman-Kac formulas. If we equip, thelAnderson operator H with zero boundary
condition in some finite set B C Z¢, then the corresponding solution up (see Remark 1.3) may be
represented as

up(t.z) = By exp /g () s }I{X([0.1]) € BYI{X (1) = 2}, (2.5)[FKB]

i.e., the zero boundary condition is translated into the condition that that random walk does not leave
B by time t. More precisely, the Laplace operator with zero boundary condition in B generates the
simple random walk before it exits”B,)i.e., restricted to not leaving B. Then it is clear that up < u
and that the total mass of ug,

blp (1p= Eo [ exp / §(X()) ds}1{X([0.1]) C BY]. (2.6)[UBFKEorm]

satisfies Up < U, Now let\B-= (—R, R]*NZ? with R € N be a centred box and consider the Anderson
operator H with periodic boundary condition. We obtain a Feynman-Kac formula by noting that
the Laplace operagor with periodic boundary condition generates the periodised simple random walk,
X = (XW(s))se[o,00), Which can be pathwise realised as X (s) = X(s)modB. This walk never
leaves B. Henece, we obtain

g (1,2) = Balexp { [ €06(6)) as}ax(0) = 2} (2.7) FEBper

and hence for its total mass:
UEI0 = Y g™ 1 2) = Bo exp / E(X(s)) ds}]. (2.8)[UBperFKtomn|
z€EB

We will see in Section 5.2 that, after taking expectation with respect to &, Ug’er) (t) turns out to be an
upper bound for U(t), i.e., (U(t)) < (UZ(t)).
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2.1.4. Local times and moments. The functional in the exponent in the above Feynman-Kac formulas,
f(f €(X(s)) ds, is indeed a functional of the local times of the walk,

t
t(z) = / 5.(X,) ds, >0, z€Z" (2.9)[Toctindet |
0

The family (¢;(2)),czq¢ is a random measure on Z% with total mass equal to ¢, which registers the
amount of time that the random walk spends in z up to time t. The occupation times formula says
that

t
[ e as= ¥ ea).
0 2€74
Taking into account that the potential £ is i.i.d., we may easily calculate the expectation of the main
term in the Feynman-Kac formula:

(oo €0X3) dsy _ < 11 es(z>et<z>> = T (£@uE)y = T e exp{ = H(gt(z))}, (2.10)[FKcalc|

z€74 z€74 z€74 z€74

H(t) =log(e"“"),  teR, (2.11)[Hdet |

is the so-called cumulant generating function of £(0), the logarithmof the moment generating function.
Certainly, for this calculation we have to assume that H () is finite for all positive ¢, i.e., that all positive
exponential moments of £(0) are finite. Using Fubini’s theorem for interchanging the two expectations,

we arrive at
(U(1) =Fo| exp { 3, Hu(2)) }] (2.12)[U (6 ExpFK|
274
and similar formulas for the expectations of u, also for zero and periodic boundary conditions in some

box B.

Remark 2.1. (Random walk in random scenery.) The exponent in the Feynman-Kac formula
in (2.1), the process fg £(X(s)) ds, is'sometimes called the random walk in random scenery (RWRSc).
This is an interesting object to study on its own, also in discrete time and for Brownian motion
instead of random walks. In_reeent, years, several authors got interested in the description of its
extreme behaviour, which, on a technical level, has much to do with the analysis of the PAM. A rich
phenemonology of asymptotictbehaviours arises, depending on the upper tails of the scenery &, the
dimension d and the degreevof extremality. See Section 8.5 for a survey on results on the upper tails
of RWRSc. <&

where

e SRS

2.1.5. Quenched and annealed transformed path measures. The intermittency effect may also be studied
from the.point of view of typical paths X(s), s € [0,t], giving the main contribution to the expectation
in the Feynman-Kac formula (2.1). This leads to the question where the so called quenched path

measures .
oJy E(X) ds

Qer(dX) = WPQ(dX), t>0, (2.13)| eq-PathMeasu

put their main mass. We consider Q¢ and [Py as probability measures on the set of paths [0,t] — ze.
These quenched path measures obviously depend on the realisation of the potential £ and do not
necessarily constitute a consistent family of measures. For a fixed time ¢, the random walker X under
Q¢+ should be likely to move quickly and as far as possible through the potential landscape to reach a
region of exceptionally high potential and then stay there up to time ¢. This would make the integral
in the enumerator on the right of (2.13) large. On the other hand, the probability (under Py) to reach
such a distant potential peak up to ¢ may be rather small. Hence, the main mass in Q¢ ; comes from
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paths that find a good compromise between the high potential values and the far distance, and so does
the main contribution to U(t). This contribution is given by the height of the peak. The second order
contribution to U(t) is determined by the precise manner in which the optimal walker moves within
the potential peak, and this depends on the geometric properties of the potential in that peak.

In analogy, the annealed path measures are defined as
<ef(;f g(XS) ds> ezzezd H(@t(z))
T Eolez-ezd HGG)]

Py(dX), t>0. (2.14ﬂeq—PathMeasur

where we recall the local times and the cumulant generating function from Remark\2.1.4, In
(5.5) below we will see that this density has an attractive effect on the path, as the functional
p— exp{d>_, H(tu(z))}, seen as a map on probability measures on 7%, is convex. Hence, one may
already here expect that the walk will, under @), spread out on a smaller area than the frée random
walk, i.e., we may expect that X; < v/t as t — oo, typically under Q;.

Remark 2.2. (Random motions in random potential.) As we have seen right now, the PAM is
a model of a random motion in a random surrounding, and it is one of the fundamental models of this
kind. Other are random walk in random scenery, see Remark 2.1, random walk in random environment
(RWRE), where the environment consists of step distributions (on Z%) or drifts (on RY), attached to
the sites, and the random walk uses them locally for its movenient decisions, and random directed
polymers in random environment, see Section 9.1. To separate from these models, the PAM is often
also called random walk in random potential, and one uses thesterm potential for the random field &£
respectively V. <

c-examples |2-2 Examples of potentials

2.2.1. Discrete case. In principle, any i.i.d. potential £ = (£(2)),cza that satisfies the condition (1.3)
is interesting for a consideration of the PAM, but some are more interesting, as they induce some
particular interpretation, or they turn out te lead to interesting limiting behaviours of the PAM, as
we will see later. Here we list some important single-site distributions and give some remarks about
the main properties of the PAM=with the respective distribution.

Example 2.3. (White noise.) MISSING. &

-whitenoise
Recall from Section_ 1.1-the classification of sites z as a hard trap if £(z) = —oo, a soft trap if
£(z) € (—00,0), neutral if £(2) = 0 and a sink if £(z) € (0,00). If £ < 0, then the PAM induces, via
the density eJo (X (9)).ds , an exponential killing of the particle mass, as is seen from the Feynman-Kac
formula (2.2}

Example 2.4. (Bernoulli traps.) The case when the field £ assumes the values —oo and 0 only has
a nice interpretation in terms of a survival probability and is therefore of particular importance. It is
called ‘semple random walk among Bernoulli traps and may be seen as the survival probability of the
walkIndeed, let

O={zeZ% &(z) = —o0}
be the set of obstacles or traps, then it is clear that the exponent f(f &(X(s)) ds in the Feynman-Kac
formula is equal to —oo as soon as the path X([0,¢]) contains any trap. This implies that

ult, z) = Po(X([0,]) C O, X (t) = 2)

is the probability that the path does not hit any trap by time ¢ and ends up at the site z, and U(t) is
the survival probability. Introducing the stopping time Tp = inf{t > 0: X (¢) € O} of the first visit to
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the obstacles, we may also write u(t, z) = Po(To > t,X(t) = z), and U(t) = Po(To > t) is the upper
tail of To. Hence, the measure Q¢ defined in (2.13) has the density I{Tp > t}/Po(To > t).

The logarithmic moment generating function is H(t) = log(e®(?)) = log p for t > 0, where p is the
probability that a given site is neutral, and H(0) = 0. The density of the annealed measure, @, can
easily be calculated from (2.10), since

> H(l(2)) =logp > 1{{y(z) = 0} = Rylogp,

2€Z4 z€Z4
where Ry = [{X(s): s € [0,t]} is the range of the walk by time ¢, the number of visited sites’ Hence,
the density of Q; with respect to the simple random walk measure is equal to e *%t /Eole ™ Rt], where
v = —log(p). Hence, the expected total mass of the solution of the PAM, (U (t)) = Eg[e V], is equal
to a negative exponential moment of the range. The large-t study of the latter has been”called the
range problem by some authors.

The intermittent islands are the ones where u(t,-) achieves its maximum, which is zero. It will
turn out that these islands depend on ¢ and are rather large; in fact, in\the annealed setting their
radius is of order t%/(4+2) and in the quenched setting they are of order(logit)'/(¢+2).

Let us mention that a discussion of general trapping problemsifrom a physicist’s and a chemist’s
point of view, including a survey on related mathematical models and _a collection of open problems,
is provided in [HolWei94]. &

Rem-Survival

Example 2.5. (Other bounded potentials.) “As weswilllater see, it is of interest to extend the
scope of bounded potentials, by which we actually mean petentials that are bounded from above. For
such potentials, it is no restriction to assume that the jessential supremum esssup (£(0)) is equal to
zero, as the addition of a constant C' leads(to a multiplication of u(t,z) with e“*. When we now want
to determine the single-site distribution from the yview point of the large-t asymptotics of the PAM, it
will be only relevant to specify the tails of £(0)-at its essential supremum zero. The relevant choice of
parameters is the following. For some D € (0,00) and v € (0,1),

Prob(£(0) > +2)'~ exp{—Dz T3}, 0. (2.15) bounded |

Then H(t) =~ —CtY for some(C = C(D,~). The strange way in which we incorporated 7 in the power
of x is motivated by an embedding in a larger class of potential distributions that we will discuss in
Section 4.4 below. The'boundary case v = 0 contains the Bernoulli trap case of Example 2.4, but also
more. The boundarylcase v= 1 is phenemonologically contained in the almost bounded potentials of
Example 2.7. <&

Jtherbounded

Example-2.6."(The double-exponential distribution.) Of high interest is also the single-site

distribution given by
Prob(¢(0) > 1) =exp{ —'/?},  reR, (2.16) doubLe-exp]

with parameter p € (0,00). The name refers to the right-hand side, but actually this distribution is just
a reflected Gumbel distribution. The logarithmic moment generating function is H(t) = log(e®¢(0)) =
ptlogt + pt + o(t) for large t (see [GarMol98|, e.g.). The importance of this distribution for the PAM
comes from the fact that the intermittent islands turn out to be discrete, i.e., not depending on ¢, in
particular not growing with time, but still showing an interesting spatial shape. This makes it a nice to
study distribution, since a great source of technical difficulties is absent. This potential is unbounded
to infinity and produces high peaks in the solution wu(t, -).

The parameter p describes the thickness of the tails, i.e., the tendency of the potential to assume
very high values: the larger p is, the easier it is for the potential to assume large values. This is
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reflected in the fact that the size of the intermittent islands is decreasing with p, as we will later see.
We will also see later that the two boundary cases p = 0 and p = oo correspond to the almost bounded
case of Example 2.7 and to the heavy-tailed case of Example 2.8, respectively. <&

.-DoubleExp

Example 2.7. (Almost bounded potentials.) This is a class of single-site potential, which can
be seen as interpolating between the bounded distributions of Example 2.5 for v = 1 and the double-
exponential distribution of Example 2.6 with p = 0. Indeed, one obtains examples of potentials
(unbounded from above) by replacing o in (2.16) by a sufficiently regular function o(r) that-tends to 0
as r — 0o, and other examples (bounded from above) by replacing v in (2.15) by a sufficiently regular
function 7(z) tending to 1 as = | 0. It turns out in [HofK6nMor06] (see Section 4.4)/that the radius
of the intermittent islands of the solution wu(¢,-) for the PAM with this potential diverges with ¢ — oo
on a scale that interpolates between the bounded and the double-exponential case, as one may expect.
Despite a somewhat tenacious introduction of examples of this class of distributions, they have the
very nice property that the shape of the potential and the solution in the intermittent.islands can be
described in a rather explicit and clean way, see Remark 4.12. &

10stBounded

Example 2.8. (Heavy-tailed potentials.) In the case that £(0),is unbounded to oo, the heavier
the tails at oo are, the smaller the relevant islands are. For the double-exponential distribution with
p = oo (defined in a suitable sense), it turned out in [GarKon00}\(see.Section 4.4) that the islands are
singletons. However, for even more heavily tailed potentials, this concentration effect is even stronger
pronounced and also, on the technical side, more easily proved. Therefore, very heavily tailed potentials
are of high interest, since they admit mathematical proofslof highly detailed results, see Section 7.2.
This class contains the Weibull distribution Prob(£(0) >"%) = e~¢™ with o > 0 and in particular the
Gaussian distribution, and the Pareto distribution Prob(£(0),) = Cr~” with 8 > 0. (Note that one
has to assume that § > d, in order that the condition (1.3) is satisfied).

The Weibull distribution with o < 1 and the/Pareto distribution do not have finite exponential
moments, i.e., the function H(¢) defined in (2.11) is not finite for ¢ > 0. Accordingly, all the moments
of the solution u(t,z) are infinite, and_the eannealed setting does not exist. However, starting with
[HofMo6rSid08, KénLacMorSid09, MorQrtSid11], distributional properties of u(t,-) and limit theorems
in probability were derived, and~the most detailed pictures that can currently be proved for the PAM
were first derived for Pareto-distributed potentials; see for example the mass concentration property
in Section 7.2 and ageing properties in Section 8.2. <

leavytailed

2.2.2. Continuous|casey Practically all examples of random potentials V on R¢ for which the PAM is
studied in the literature have a quite high degree of regularity and have positive and sometimes infinite
correlation length. . We will list below a number of examples. However, it is also of high interest to
study thefully uncorrelated case, that is, a white-noise field, but the theory of existence and regularity
of solutions to the heat equation with white-noise potential is currently not sufficiently far developed
to begin a detailed analysis of the long-time behaviour of the solution. However, see [GublmkPer12]
and\[Hai13]| for the introduction of novel methods from the recently coined theories of rough paths and
regularity structures to the study of the PAM. It will be exciting to witness the future development of
these methods to a deeper study of large-time properties of the PAM, in particular intermittency.

Example 2.9. (Poisson traps.) One of the most-studied case is when V' is given in the form

V(z)=— Z Wiz — ), (2.17)’ VPoissontraps

where (z;); is a Poisson point process in R? with constant intensity v € (0,00), and W: R? — [0, oc]
is a fixed given nonnegative function, called cloud. Canonical choices are W = C'lg for some compact
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set K C R? (say, a centred ball) containing the origin and for some C € (0, o], or W some nonnegative
continuous function with compact support, or W(x) = C|z|~¢ for some C € (0,00) and a € (d, o)
(for a < d, the potential V' is not finite almost sure almost everywhere REFERENZ?). For all these
choices, the model is called Brownian motion in a Poisson field of traps. The solution u(t,-) has its
highest values (i.e., close to zero) where little or no Poisson points are present, and the relevant islands
are large empty regions.

For the special choice W = oollg, ) (where B,(z) is the ball of radius a centred at'x), the
solution u to (1.5) is equal to the Brownian survival probability among a trap field that consists of the
union of a-balls around all the Poisson points. Indeed, let O = |J; B4(x;) be that union ‘and eonsider
the stopping time Tp = inf{t > 0: B, € O}, the first entry time into the obstaclé set, Oy then the
Feynman-Kac representation reads

u(t,z) =Py (To > t, X(t) € dx)/dxz,

i.e., u(t, x) is equal to the sub-probability density of X (¢) on survival in the Poisson field of traps by time
t for a Brownian motion (X (s))se[o,q starting from the origin. The total mass U(t)\= Py(To > t) is the
survival probability by time ¢. The analogue of the path measure Q¢ ; is the conditional distribution
given the event {Tp > t}, i.e., it transforms with the Radon-Nikodym, density 1{Tpn > t}/U(t).

It is easily seen that the first moment of U(t) coincides with asnegative exponential moment of
the volume of the Wiener sausage Sa(t) = Usepo, g Ba(X(5)), i-e.,

(U(1) = Eo [(1{X([0,)) N O = 0})] = Eo[(1{#{i: 2 € Sol#)} = 0}] = Egle 0], (2.18)[ionersausag
where v is the intensity of the Poisson process, and |4 denotes Lebesgue measure. For this reason, the
analysis of the annealed transformed path measure @); is'sometimes called the Wiener sausage problem;

it was historically the first special case of a PAM for which substantial asymptotic results were derived
[DonVar75].

In [DonVar75] it turned out that the PAM with the cloud W (z) = Clz|~® with a € (d + 2, 00)
and for indicator functions on compact polar sets possesses the same asymptotic properties, at least as
it concerns the leading asymptotics/of the total mass and the picture of intermittency. In [Fukl1], the
interesting case o € (d,d 4 2) was shown to 'show a different behaviour, see Example 8.3 below. The
case o € (0,d) requires a normalisation and exhibits further new phenomena [Chel2a, ?|, see 777. <&

n-Continuous

Example 2.10. (Poisson\shot-noise potential.) It makes perfect sense to chose the Poisson cloud
in (2.17) with the other)sign, in which case we want to use the notation ¢: RY — [0, 00) instead of

—W and write
V(z) = Z o(r — x;), (2.19)| vPoissonfiel

where (a); 18, a’Poisson point process in R? with constant intensity v € (0,00). Such a potential
is sometimes called a Poisson shot-noise potential. The solution u(t,-) can easily achieve very high
values in areas where many Poisson points stand close together; then many copies of the cloud ¢
dre superposed. Hence, it is not surprising that the intermittent islands turn out in [GarKon00,
GéarkonMol00] to be extremely small and the exceedances of the solution u(¢,-) extremely high. <&

Poissonfield

Example 2.11. (Gaussian potentials.) Another interesting choice is to take V' as a Gaussian field
with sufficiently good regularity properties. A canonical assumption is twice continuous differentiability
of the covariance function |GarKon00, GarKénMol00], in which case the potential has a modification
that is Holder continuous with any parameter in (0,1). Here the potential has high peaks on small
islands, such that the relevant islands depend on ¢ and have a diameter of order t~/4, and the potential
approaches a parabolic shape in the peaks. However, recently there was also some efforts to study the
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PAM under much less regularity assumptions [Chel2b|, see Sections 4.5.2 and 6.2.2. &

Rem-Gauss

Example 2.12. (Alloy-type potentials.) One of the most-studied random potentials in the com-
munity of Anderson localisation is of the form

Viz)= > &uv(z—z), wzeR% (2.20)

z€74

where, as above, £ = (£,),cz¢ is a random i.i.d. field of random variables, and v: R? —_[0,00) is
bounded, compactly supported cloud function. Also the term generalised Anderson modeliis used.

MEHR DARUEBER! <&
-alloy-type

Example 2.13. (Perturbed-lattice potential (random displacement model).) Andther inter-
esting choice is
Viz)==) W(x—z-n),
2€74

where W: R? — [0,00) is a single-site potential, and (1,),cz¢ is a sequence of centred Re-valued
random variables. The interpretation is that a copy of W is intended to (it at each lattice point, but
actually has been randomly shifted by its individual amount. Ifsthe'tandom Schrédinger operator
community, this type of potentials is called the random displacement model. The PAM with this
potential is analysed in [Fuk09a, FukUek10, FukUek11]. Most natural is to assume the 7, as i.i.d., but
also just an ergodicity assumption is of interest. L€t us'remark that there is an interesting relation
between the distribution of the set {z + 1n,: z € Z} with (9s),czq¢ a particular ergodic sequence) and
the set of zeros of a certain complex power series with i.i.d. Gaussian coefficients, see 777. <&

-Potentials

.c-QuesHeur [2-3 Functional analytic considerations

It belongs to the standard knowledge of functional analysis that the solution to the heat equation with
potential £ in a finite box can be represented.in terms of an eigenvalue expansion (also called Fourier
expansion), i.e., an expansion with respeet to the spectrum of the operator on the right-hand side of

(1.1), the Anderson Hamiltonian
Mo (2.21) nten]

This is one of the most important and fruitful connections of the heat equation with analytic theory;
let us introduce the relevant notions and recall the most important facts. Reall that we do not put a
minus sign in front/of the Laplace operator, unlike the mathematical physics community. In particular,
we do not speak’ ofithe ‘bottom of the spectrum’ but of the ‘top’, and ‘deep valleys’ of the potential
are here ‘high exceedances’
m-EigenExp

2.3.1. Eigenwalue expansion. Let us neglect for a while that the potential £ is random. We introduce
Dirichlet (i.e., ero) boundary condition in a finite set B C Z% and denote the Hamilton operator in
(2:21) by Hp. We consider the solution up of (1.1) in B; see Remark 1.3. It admits the spectral
representation (sometimes also called Fourier expansion or spectral decomposition)

|B]

up(t,") = e (0)ug(-) (2.22)[ sk
k=1

with respect to the eigenvalues Ay of Hp and an orthonormal basis consisting of corresponding eigen-
functions vy, both depending also on B. At least formally, (2.22) can be understood by the represen-

tation
up(t,z) = (6.,eM28y) = (5 5)(2), (2.23)[ FKBpraes |
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where (-,-) denotes the standard inner product in £2(Z%). We always pick the eigenvalues A\; > Ag >
A3 > --- > Ap| In decreasing order and the principal eigenfunction vy positive.

EigenvExpPAM

2.3.2. Relation between eigenvalue expansion and the PAM. The eigenvalue expansion in (2.22) yields
an instructive explanation of the large-t asymptotics from a spectral point of view and serves as a
starting point for powerful proofs, see also Remark 2.3.3. Let us illustrate some the of the benefits
for the study of the PAM that (2.22) offers. Generally, the nice thing about (2.22) is that the, time-
dependence sits exclusively in the exponent as a prefactor of the eigenvalues.

Rayleigh-Ritz formula. One certainly guesses that the large-t asymptotics of thefunction ug(¢,-)
should be mainly governed by the principal eigenvalue, A\; = A\1(B), and this is true'for many-consid-
erations. Therefore, the Rayleigh-Ritz formula is of high interest:

A(B) = sup (Hpv,v)
vel2(Z2): supp (v)CB,||v]2=1

_ inf Z ('U:c N Uy)2, (2-24)

vEL2(Z2) : supp (v)CB,||v]2=1
(@) supp )CB o=t | S

where we remark that the last sum is actually over x and y in B and its.outer boundary.

Upper estimates for up. There is a standard way to estimate the total mass of up in terms of the
principal eigenvalue with the help of the Cauchy-Schwarz inéquality and Parseval’s identity* as follows:

|B]
= up(t,z) =Y _ e (v, o) (Vg )
zeB k=1
|51 12, 1B 1/2
Y )2 oA
= (;e (v o) ) (kz o, 1 > (2.25)| UBestieigenv
|B| |B|
Set’\l(Z(Um50>2> v ( (v, T) )1/2
k=1 k=1

< |0 |2[2[l2 = e /] B.

See Remark 4.1 for moré ‘about typical sets B to which the above is applied and about the approxi-
mation of U with Upgl

Lower estimatessforfupg. In some proofs, it turned out to be very useful to reverse the estimate in
(2.25), i.e., torestimate the eigenvalue A; in terms of the solution upg, with the help of the expansion
n (2.22). Thissseems difficult on the first sight, since all eigenfunctions vy, with the exception of vy,
assume positive and negative signs. However, if one plays with the initial condition, this problem is
removed. So-let us denote by u$ denote the solution to (1.1) with initial condition u%(0,-) = d,(-)
rather than dg(-), then we can estlmate, using that every vy is £2-normalised,

|B| |Bl |Bl

e < Zet)"“ Zew‘k Z Z Zew‘k (vg, Z up (2.26)| UBestieigenv
k=1

z€EB z€B k=1 z€B

Applying the Feynman-Kac formula in (2.5), adapted to the initial condition d,,, we arrive at expressions
that can be handled further with the same means as Up(t) = > _cgup(t, ), as one will easily see
later.

4 Parseval’s identity states that ZJ&B‘KUM )2 = |If||3 for any f € £*(B).
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m-AnderLoc

2.3.3. Anderson localisation. One of the great sources of interest in the random Schrodinger operator
AL + € is the fact that its spectral properties help describing electrical conductance properties of alloys
of metals or optical properties of glasses with random impurities. Therefore, in this connection, one is
naturally mainly interested in bounded potentials, as the potential generically models the concentration
ratio of the two metals, in the conductance application. Note that the entire spectrum is concerned;
when turning attention to this application and interpretation, which is in contrast to the interest of
the large-t asymptotics of the PAM, where only the top of the spectrum is involved.

But applications to electrical or optical properties are not the only driving force in.nathematical
physics, but predominantly the exciting prediction of P.W. Anderson [And58| that the spectrum of
A + ¢ should have a peculiar behaviour, which in a way interpolates between the smoothing effect
of the Laplace operator and the highly concentrating effect of the multiplication operator &, which
has only delta functions as eigenfunctions. He predicted that, at least in its spectrum close to the
spectral ends (we are thinking of a bounded random potential £, for which alsé the spectrum of Ad + ¢
is bounded), all eigenfunctions of A + ¢ should be exponentially localiséd. More, precisely, for all
eigenvalues close to any of the two boundaries of the spectrum, the correspending eigenfunction should
decay exponentially fast away from its individual localisation centre. This predicted phenomenon is
nowadays called Anderson localisation. It was the motivation of amiintense research activity in the last
decades, and its validity has meanwhile been confirmed in a great.number of cases, after the invention
of deep mathematical tools. See [Kirl0] for an extensive survey, onAnderson localisation and further
reading.

ttAnderLoc

2.3.4. Intermittency and Anderson localisation. Let us explain how Anderson localisation is related
with intermittency in the PAM. The starting point is the spectral representation in (2.22) with a
large box B (depending on t) such that up is a véry good approximation for u (see Remark 4.1). In
the limit ¢ — oo, we can neglect all the summands in (2.22) with large k, because the exponential
term e makes them negligible. According to the Anderson localisation prediction, at least for small
k, the eigenfunctions vy should be éxpenentially localised in centres zj. (Here we anticipate that
the localisation property, which is predicted by Anderson localisation theory only in the entire space
72, persists to large boxes.) Moreover, as extreme value statistics predicts (see Section 7.3 below)
these centres are far away fromieach other, since they form a Poisson point process, after rescaling (see
Remark 7.5 below). Hengee, v should be small outside a finite neighbourhood of 3 and even extremely
small in neighbourhoods of the'other z;‘s and in the origin. Hence, ug(t, zx+-) is well-approximated in
a neighbourhood of zero by e+ vy, (0)vk(-). As a consequence, the field up(t,-) has high peaks in small
islands (the neighbourhoods of the localisation centres of the leading eigenvalues), which are far away
from each other, and is much smaller outside these islands. This is a clear picture of intermittency.
Additionally, we also see that the solution wu(t,-) should be shaped like the eigenfunctions in these
islands.

2.3, Integrated density of states. We saw in Remark 2.3.4 that large-t asymptotics of the PAM have
muchyto do with the top of the spectrum (eigenvalues and the corresponding eigenfunctions) of the
Anderson Hamiltonian H = A + £ with zero boundary condition in large boxes. Another explicit
manifestation of this relation is in terms of Lifshitz tails, which describe the upper tails of the integrated
density of states (IDS).

One definition of the integrated density of states is as follows, see [CarLac90, Kirl0]. In order
to be consistent with the literature, we consider the operator —AT — ¢ By (=AY — £)p,, we denote
its restriction to the box Br = [-R,R] N Z¢ with zero boundary condition. Denote by F; < FEy <
Ey < -+ < Ejg, its eigenvalues, counted with multiplicity (and of course depending on R). Let
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VR = |371R‘ > i 0, denote its spectral measure. For an energy E € R, let

1r(E) = vr((—oo, E]) (2.27)
denote the number of eigenvalues < F of (—A' — &) p,.. Then, by the subadditive ergodic theorem, the

limit
1
w(E) = hm W ur(E) (2.28)|.I1DSdef

exists and is almost surely constant. The functlon w is called the IDS. The interpretation of pu(FE) is
the number of energy levels of —A? — ¢ below E per unit volume. Note that u(E) € [0,/1]sincesthe
Bpr X Br-matrix (—A' — ) g,, cannot have more eigenvalues than the cardinality of Bg. After shifting
and rescaling, p is a distribution function, i.e., it is increasing and right-continuous with left lunits and
boundary values 1 as £ — supo(H) and 0 as E — —inf o(H), where o(#) denotes the spectrum of
H.

The IDS is related to the PAM as follows. Let
L(vg,t) = / e Mug(d)) —tEk
W t)= |, - B 2¢

be the Laplace transform of vr evaluated at ¢ > 0. Using the elgenvalue expansion in (2.22), we have
the representation

1 Le(Xs) ds
Llvrt) = 5 ; E, [efo 85 ds 1 Xty SBRIX; = 2}, (2.29) LreprFK |
2€BR

i.e., the mixture over z € Bpr of solutions to the PAM with initial condition ¢, evaluated at z. The

existence of the limit in (2.28) is proved by showing that vp has an almost sure limit v, and this in

turn is proved by showing that £(vg,t) has.anon-trivial limit. Using the ergodic theorem in (2.29), it

is not difficult to prove that, almost surely,

P}im L(vg,t) = <E0 {efot £(Xs) ds]l{Xt = O}}> = (u(t,0)). (2.30)| Lapformlimit
—00
Hence, vg has a limit v as R — oo, whose Laplace transform L(v,t) is given by the right-hand side of
(2.30), and this is equal to the expectation of the solution to the PAM as in (1.1) evaluated at zero.

There is also a useful conmection between the IDS and the principal eigenvalue in a fixed box
[CarLac90, VI.15, p: 311]. Indeed,; for any R €N,
1 1
FE) >v— E Prob(Ey < E) > ——Prob(E; < E). 2.31
This connection was uitlized in [Fuk09b] for derlvmg relations between asymptotics of u(F) for E |
oinf o(—A =€) (see-Section 2.3.6) and the almost sure asymptotics of the principal eigenvalue in large

. ——boxes.
Rem-Lifshitz |
2.3.6. Lifshitz tails. Roughly speaking, the logarithmic asymptotics of the IDS p(F) (as defined in
(2:28) above) for F | inf o(—A!—¢) are called the Lifshitz tails of the operator —A? — ¢ see [CarLac90,
Kit10]» They are of high interest for the description of the spectrum of —Ad — ¢ close to its bottom.
Moreover, there is a general result that proves that Anderson localisation holds close to the bottom of
the spectrum if the tails of p(E) for E | inf o(—A" — ) are not too thin REFERENZ?.

Hence, we have a look at the asymptotics of u(E) for E | inf o(—A? —£). We are going to identify
them in terms of the IDS as follows. It is not difficult to see that

L(v,t) = (U(t))  ast— oo. (2.32)[ IDSFK |

Indeed, ‘<’ is obvious from the Feynman-Kac formula in (2.1) (just drop the indicator on {X(¢) = 0}),
and one obtains a lower bound for £(v,t) by inserting, on the right-hand side of (2.30), the indicator
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on {X[O’ﬂ C B} for any set B, and a good choice is a t-dependent large centred box; see Remark 4.1.
Expanding this in an eigenvalue series, we obtain

,C(]/, t) > <Zet)\k(B)Uk(0)2> > <et/\1(B)U1(0)2>,
k

(Note that it was the coincidence of the initial and terminal conditions that enabled us to drop_all
other summands.) Now a bit of technical work is required to deduce that the term v1(0)? is negligible;
and the fact that (¢ (B)) ~ (U(t)) is anyway one of the main mottos in the treatment of the RAM
asymptotics, if the box B is properly chosen and the sense of ‘~’ properly specified.

3. FIRST HEURISTIC OBSERVATIONS

Based on the probabilistic and the functional analytic considerations in Sections 2.1 and|2.3, let us
give now some heuristics about what to expect in the description of the solution| of the PAM after a
long time.

U(t)expmon [3-1 U(t) as exponential moments

The first observation is that, via the Feynman-Kac formula in (2.2), U(%) isrequal to the ¢-th positive
exponential moment of the quantity

1 t
Ve g [ e s

the average of the potential values along the random walk'path. (The quantity tY; is sometimes called
random walk in o random scenery, see Remark 2.1.) Ttis a well-known fact from standard probability
theory that, for any random variable Y, we have lim;_,g %log E[e’] = esssupY € (—o0, cc]. Hence,
the limiting exponential growth rate of U(t) as\t — oo will have much to do with the maximisation of
Y; over the probability space.

Actually, this maximisation has to be put«nto the right balance with the limiting behaviour of
Y; as t — oo, i.e., with the prefactor ¢ in the exponent. One has to find the proper balance between
the two random objects, the path aud the potential. Certainly, an optimisation of Y; is achieved by
confining the random walk path X -fo/an area in which the potential ¢ is extremely large, and in
which it does not cost the path-too_much probabilistically to stay a long time. For example, just one
site in which the potential is extemely huge is not necessarily optimal, in comparison to a larger area
in which potential is very large, but not extremely large.

Certainly, one will has also to keep the spatial distance of the locations of the high peaks to the
origin in the consideration) but it will turn out that they do not severely enter the optimisation, as
long as they are located with certain bounds and as long as we are not after finer assertions than
logarithmic asymptotics. As a rule of thumb, for potentials that have all positive exponential moments
finite (i.e,, for which H(t) < oo for any ¢ > 0), the relevant optimisation takes place in a centred box
with radius ¢, up to logarithmic corrections.

It is clear from the above that the upper tails of £ (i.e., the asymptotics of Prob(£(0) > r) for
r Thesssup (0))) will be one of the most important criteria, since they quantify the probabilistic cost
ofiumaking the potential large, and they give information about the size of the highest peaks of the
potential. The second relevant criterion is the probabilistic cost to confine the motion to the optimal
area. The balance between the two strategies is subtle and will be described in detail in Section 4.2.

[Rem-Momas 3-2 Asymptotics of U(t) and of its moments

Let us now explain the difference in the thinking about the quenched and the annealed setting. The
asymptotics of the moments of U(t) and its almost sure asymptotics are based on quite different (but
related) arguments. The phenomenological difference between the two is the following. From the
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Feynman-Kac formula in (2.1) we see that the moments of U(t) are the joint expectations over the
path and over the potential. Hence, both random objects can ‘work together’ according to a joint
strategy that is a compromise between the two; both give a contribution that is exponentially costly:
the potential assumes high values in a suitable area, and the path does not leave that area during the
time interval [0,¢]. In particular, it will be convenient to choose this area centered at the origin, the
starting point of the walk, and to pick it equal to one big ball, instead of many small ones that are
widely spread (as in the heuristics on the Anderson localisation). Hence, the main contribution to the
moments of U(t) should come from a self-attractive behaviour of the random walk and an extreme
behaviour of the potential. For details, see Section 4.

Remark 3.1. (Estimating of probabilistic costs.) Here is a simple rule of thumb for estimating
the probabilistic cost for the random walk to stay in a ball of radius r < v/t until time ¢. Namely, it
is of order e O(/™) ie.,

t
~logBo(Xjng € [r]) = 5, oo, (3.1)] probsquesze]

which can be seen, with the help of the central limit theorem as follows.»Chop the random walk path
into t/r? pieces of length 72 to see that staying ¢ time units in a ball with radius r with 1 < r? <t is
equivalent that each of these ¢/r? pieces stays in that ball. For‘each‘piece, the probability for doing
this is converges towards some fixed number in (0, 1), according te the central limit theorem, and hence
the total probability for all the pieces together, should, according to the Markov property, be of size
exp{—O(t/r?)}. <&

ema-ProbCost

In contrast, in the almost sure setting,-the potential makes no effort to make a particular contri-
bution, and the random path has to copewith«that and must ‘make the best’ out of it. Hence, the
identification of the almost sure asymptotics depends on a closer analysis of the potential landscape,
almost surely for every sufficiently large ¢. First, one uses the Borel-Cantelli lemma to derive assertions
about the existence of regions that are optimal in this sense, and then one uses this in order to derive
lower bounds for the Feynman-Kac formula for U(¢) by requiring that the path spend almost the total
time there. The quantity that measures the quality of a local region for the random walk to spend
much time in it is the local Dirichlet eigenvalue of the region (more precisely, of A1+ ¢ in that region).
See Section 6 for details.

It turns out there that a’standard spatial extreme value analysis argument explains the existence,
size and potential heights in the optimal regions which contribute most to U(t). For this argument
to work, one needs a good-control on the upper tails of the eigenvalue of A + £ in local regions, i.e.,
on the probability that they are extremely large. This is achieved by the control on the exponential
momentg/of thisigigenvalues with large prefactor, which one has to gain in the course of the proof of
the asymptotics of the moments, since (U (t)) ~ (e*&)). In this way, the analysis of the moments gives
the necessary\control on the upper tails of the eigenvalue and serves as an important input in the proof
of the.almost sure asymptotics.

However, the above explains only lower bounds (but very good ones). Most of the proofs in the
literature for the corresponding upper bound do not reflect any details about the potential landscape
and are quite abstract.

rem-heurConc [3.3 Mass concentration

Certainly, we want to go much deeper into the description of the PAM and want to understand also
where the main part of the mass that it describes is located. For this, one has to go back to the
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eigenvalue expansion in (2.22):

1B

u(t, ) = Up() (t,-) = Z ew\kvk(o)vk('), (32)’ EigenReprtime

k=1

where B®™ is a centred box that is so large that the first approximation is good enough. (For thisyits
radius should be roughly of order ¢ with logarithmic corrections, if all the positive exponential mements
of £ are finite, and it should be of order of an appropriate power of ¢ for heavy-tailed potentials.) We,did
not stress it in our explanations in Section 3.2, but the main point there was that the local{region that
gives the main contribution to the eigenvalue in B™ is precisely the region where the-eerresponding
eigenfunction v, has its main mass. More precisely, as Anderson localisation theory predicts, all the
leading eigenfunctions vy (with k not depending on t) are highly concentrated in a region of small size
somewhere in B® and are extremely close to zero everywhere outside. Fach of these regions gives rise
to a lower bound of the kind that we explained in Section 3.2. For the above logarithmic asymptotics
of U(t) we just considered, as an approximation, the first term in the abowe sum, and did not care
about the term vy (0). However, if we also want to understand the upper bound in the almost sure
asymptotics, we must take into consideration a large number of summands and the union of their
localisation regions.

It is not easy to determine how many of the summands must\be considered in order to quan-
tify the upper bound in this way; in [Szn98] and [GarKonMel07}, their number is of order t°M)| in
[KonLacMorSid09, LacMorl2, SidTwald] (for very heavy-tailed ‘potentials and in [BisKén13] (for the
double-exponential distribution) it is one respectively two,"depending on whether one works in almost-
sure sense or in distribution. The criterion which summand to chose is simple: just the k that optimises
the factor e/**vy(0). For details, see Section 7.

m-heurFlow [3.4 Time-evolution of the mass flow

All heuristics so far considered only the situation of the mass flow at a given fixed, large time, i.e., a
snapshot. However, it must be the goal to describe the evolution of the mass flow, i.e., the function
u(t,-) as a function of the time. Thi§ 1s not easy and not very explicit, as long as one has no more
information about the situation.at“fixed large times that the main mass sits in some of the relevant
regions that are characterised'as the concentration centres of the eigenfunctions vy in the eigenvalue
expansion in (3.2). However, for-some important distributions (heavy-tailed ones [KénLacMorSid09,
LacMorl2, SidTwald| and theydouble-exponential distribution |BisK6n13]), we currently can make the
much more precise agsertion~that, at most of the time instances, just one of the islands in question
carries the overwhelming part of the global mass, and there is a description of this island in terms of
its location and the“size and shape of the potential in the island. Hence, the description of the time
evolution of-the mass flow can now convincingly be replaced by the description of the time-evolution
of the sité ‘at which the main mass sits.

This process is, after appropriate time-space scaling, a jump process, which can be intuitively
described as follows (see also [Morll]). The box b® in (3.2) is the space horizon of the main mass at
time t,.i.e., the space in which it can travel in the time interval [0, ¢]. If ¢ increases, from time to time it
happens that this increasing horizon suddenlly includes a new, much better local island than all islands
that it all included before. Here ‘better’ refers to the relation between size of the local eigenvalue and
the distance to the origin, as is expressed by the term e'**v;(0). During a small time interval (which
vanishes in the time-scaling that we are looking at) this island becomes relevant and replaces the island
that was optimal before. As a result, the rescaled process that describes the location of the relevant
island jumps to the new island, and the Feynman-Kac formula is mainly concentrated on paths that
go in short time to this new island and spend there most of the time.
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ec-Sammary -5 Summary

Let us give a small survey on the remainder of this text. We will give a detailed explanation of the
asymptotics of the moments of U(¢) in Section 4, where we also explain the sense in which these are
universal. The most important proof techniques that turned out useful in the study of these moments
are listed and explained in Section 5. The almost sure logarithmic asymptotics of U(t) are explained
in Section 6, based on the achievements of Section 4. In Section 7 we explain the phenomenon of mass
concentration in islands, respectively in just one island. In Section 8 we explore further andideeper
questions about other aspects of the model, like refined asymptotics of the moments of U (£)s.correlated
potentials and weak potentials. Related models whose study influenced the study of the PAMYor vice
versa) are presented in Section 9. Finally, the PAM with time-dependent random potential is\presented
in Section 10.

4. LOGARITHMIC ASYMPTOTICS FOR THE MOMENTS OF THE TOTBAL MASS

In this section, we explain on a heuristic level what the asymptotics of the logarithin of the moments of
U(t) are determined by, and how they can be described. We do this under‘the basic assumption that
all positive exponential moments of £(0) are finite, in which case all thesmoments of U(t) are finite.
We recall the cumulant generating function H(t) = log(e®(9)) of*¢(0).defined in (2.11), which will
play an important role here, since its behaviour as t — oo describes the potential close to its essential
supremum.

For the sake of simplicity, we restrict ourselves to the, firstymoment. Firstly, we give a heuristic
derivation based on the eigenvalue expansion (2.22)\in Section 4.2, followed by a second derivation
in terms of a large-deviation statement for the local times of the random walk in Section 4.3. We
formulate the outcome of these heuristics in-Section 4.4. It turns out there that we need to distinguish
four different regimes only, and we will provide,explicit formulas for the logarithmic asymptotics in
these regimes.

oc-RoughHeur [4-1 Rough moment asymptotics in terms of the cumulant generating function

Without much efforts, we obtain thetwo bounds

HO72 < (1)) <Ot e (0,00). (4.1)] eq-MomRoughE

This easily follows from the Feynman-Kac formula U(t) = Eo [efot €(Xs) ds] from (2.2). Indeed, we obtain
a first lower estimate for (U (¢)) by restricting the expectation w.r.t. the random walk to the event
that it does not leaveithe origin up to time t. This event has probability e 2% as the time of the first
jump, 7 = inf{t » 05X (%) # X (0)}, is exponentially distributed with parameter 2d. Furthermore, on
this event, we have that fot &(X(s)) ds = t&(0). Hence,

(U1) 2 (Eee*OLrsyy) = (@),

which shows-the left inequality in (4.1). On the other hand, an upper estimate arises by applying
Jensen’s inequality in the exponential term in the Feynman-Kac representation to the probability
measutze on [0,t] with Lebesgue density 1/t as follows:

exp{/otﬁ(XS) ds} < /Otiexp {tE(XS)} ds.

Now taking the expectation with respect to ¢ and interchanging it with the integral over ds and the
random walk expectation, we arrive at

wiey < { /0 t Vo [exp {1e(X)}] ds) = /O t L (¢40) ds = (o50) = o0, (42) Unomentatin

which shows the right inequality in (4.1).
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As a consequence of (4.1), it appears appropriate to consider the term e~ #®)(U(t)) and to try to
derive logarithmic asymptotics on the scale . This means that the moment asymptotics are described
by (at least) two terms, the first of which is the cumulant generating function. This term yields a
rough information about the way in which the potential attains large values, but no information about
the structure of the potential in the high peaks. Therefore, we will have to work harder on the second
term. Actually, it will turn out that it is more appropriate to replace e () by some modifications

.ec-MomHeur 4-2 Heuristics via eigenvalues

We give a heuristic derivation of a lower bound for (U(t)), which will later turn out to be also equal to
the upper bound, up to the precision given by logarithmic asymptotics that we will consider. However,
the explanation of the lower bound here is intuitive and gives quite some insight in the behaviour of
the PAM, while the proof of the upper bound does not. The main result of the heuristics of this section
is (4.22).

The first observation is that,

U(t) ~Ugw (1), (4.3)[appreigenv |

if the centred box B® is large enough, where we recall from Remark 1/3 that Up denotes the total
mass of the solution of the PAM in the set B. More details about, the, introduction of B are given
in Remark 4.1; for the remainder of this section it will be enough, to know that the diameter of B® is
large, but not larger than a power of ¢.

Remark 4.1. (Approximating with a large box.), In 'erder to approximate U with Up() to obtain
(4.3), one uses the Feynman-Kac formula (2.1) to see that

U(t) - Up(t) =Eofeh €T ®0x, ) ¢ BY. (4.4)[0-UBesti |

Hence, to make this error term small, the box B,should be taken so large that the probability that the
path travels so far up to time ¢ that it reaches the outside of B is small. A qualitative upper bound is
(see [GarMol98, Lemma 2.5(a)])

R
Po(Xpo ¢ [=BR])< 27 exp { — Rlog - + R}, Rit>0. (4.5)[exitesti|

On a case-by-case basis, dépending on the assumptions on the potential £, this can be used to estimate
the right-hand side of (4+4), after separating the exponential from the indicator by means of Holder’s
inequality, if necessary,*and-by choosing the diameter of B large enough. In case that £ is unbounded
from infinity, in order to use just some moment assumptions on the potential, this technique will work
only when taking the-expectation with respect to £&. There is no problem to take the diameter R = R;
of B = B"~(depending on t) so large that (U(t)) = (Ugw (¢))(1 + o(1)) as ¢ — oo. For potentials &
with finite'positive exponential moments (i.e. with H(¢) < oo for all t > 0), it suffices to take R; of
the order t(logt)'*" with some 1 > 0. For heavy tails, for example the Pareto distribution, B® needs
to be'of much larger diameter, see Section 7.2. <&

1-BoxRemove

The second main step is the approximation

Upeo () m eAF00 (4.6)[appreigenvi]

(in the sense of logarithmic equivalence), where A\(B, ¢) denotes the principal (i.e., largest) eigenvalue
of the Anderson operator H = A + ¢ in a finite set B C Z% with zero boundary condition. This
approximation is a consequence of the spectral representation (2.22) and can be easily justified with the
help of the methods that we described in Section 2.3.2. Hence, we have to understand the logarithmic
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asymptotics of high exponential moments of the principal eigenvalue of H () in a large, time-dependent
box B®™.

Remark 4.2. (p-th moments.) It is already heuristically clear from (4.3) (and true in all known
cases) that the p-th moments of U(t) should have the same asymptotics as the first moments of U (pt),
at least as it concerns the leading terms. &

n-pthmoments

Remark 4.3. (Rough bounds on A(B®,£).) Observe that the leading eigenvalue \(B™§) is of
the same order as the highest peak of £ in B®. Indeed, we easily check by the Rayleigh-Ritz-formula
(2.24) that

max¢ —4d < A(B,¢§) <max¢, B C 7 finite. (4.7)

n-peaklambda
As we indicated in Remark 2.3.3, the main contribution to (e!*(5 (t)’g)) comes from realizations of
the potential & having high peaks of some order L(¢) on mutually distant islandsiin B, whose radii
are of some order «(t), which is much smaller than ¢. As we now consider, the expectation over the
potential &, it will be much easier (i.e., much less costly on the probabilistic side) to form just one
such island and to center it at the origin. The appropriate orders of\L(t).and «(t) will be identified in
(4.18) and (4.17), respectively.

For definiteness, we are considering in this heuristics only ‘the case where the diameter of this
island diverges like a function of t as t — oo, i.e., that-we need to rescale the discrete set Z¢ to oy
times continuous subsets of R

Therefore, we make the ansatz that for some continuous shape function ¢ on Qr = [—R, R],
(®) (®) = .
(@P70) ~ (AECOUE ~ o in Qr} )

~ <et)\(BRa(t)7§) H{Et ~ P n QR}> )

(4.8) Fmsava1]

where
GO F10[¢(L-a)) - L), (4.9)[xitaet |

with an appropriate scaling factor y(t), and we use the notation Br = [~ R, R] N Z% for the discrete

box with diameter ~ 2R. Hence, in (4.8), the potential undertakes particular efforts in the ‘microbox’

BRa(t), and these give the main contribution to the eigenvalue in the macrobox B®. This effort consists

of achieving an extraordinarily height of order L(¢) in a relatively small box of diameter of order «(t),

with a deviation from L(#) of order 1/+(t), and, moreover, to assume a particular shape ¢ inside this

box, after properirescaling:

The scale functions «(t), L(t) and ~(t) are deterministic and have to be adapted to the potential
distribution (more precisely to the large-t asymptotics of H(t)), and afterwards we have to optimize
over the box diameter R and over the potential shape .

Let us find out what proper choices for a(t), L(t) and v(t) are. For this purpose, we calculate the
contribution from the event {£;, ~ ¢ in Qr}. We have obviously

& ~¢ inQp = §(-) ~ L(t) + ﬁ@(m) in Bra), (4.10)

where we recall that Br = [~R, RJNZ%. Tt is clear that a shift of the potential by a constant shifts the
eigenvalue by the same constant (and leaves the eigenfunction unchanged). Furthermore, it turns out
that the only reasonable choice of v(t) is a(t)?, since the asymptotic scaling properties of the discrete
Laplacian, AY, imply that

| L |
N Bra: st (5t0)) = G (Qr) (4.11)[sigenvauere
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where A\(©(Q, ¢) denotes the principal eigenvalue of A 4 ¢ in a bounded set @ C RY having a ‘nice’
boundary with zero boundary condition, and A is the usual ‘continuous’ Laplacian. The relation (4.11)
reflects the convergence of the discrete Laplace operator towards the continuous one after a spatial
rescaling that is in the spirit of the central limit theorem. It can be rigorously proved by use of Gamma
convergence methods.

Because of (4.11), we need to choose v(t) = a(t)? and obtain

- t
etA(BRa(t%g)]l{ft ~pin Qr} ~ e ® exp {72)\@(@3, go)} (4.12)Leigenvaluecon'

a(t)

Now we need to choose a(t) and L(t) such that the probability of the event {£, ~ ¢ in\Q#} is also
on the exponential scale ta(t) 2. The idea here is that, for choices of a(t) that do not give & balance
of the contribution to ¢t times the eigenvalue with the logarithm of the probability will net give the
optimal conpromise, i.e., will lead to one of the two terms being negligible with 4espect to the other,
and the joint contribution being muss less than the one of the balancing order«The probability of this
event depends on the tail of the potential distribution, and in order to approximate it properly, we
have to make an assumption on the tails of the potential distribution.

Assumption (J). There is an auxiliary scale function n and a non-trwial-shape function J such that

Slgglo 77(15) log Prob (f(O) > H{gs) + 7725):6) = —J(x), z € R. (4.13)[AssJ]

Under this assumption, we calculate

s s . . —n(s)J -5
Prob(£() & 22 1 1o (yin By ) # [ ¢ ") & exop{ nainte)},
2€BRa(t)
(414 DPpet
Tr(p) = | J(e(y)) dy, (4.15)[ IRdef |

Qr
after using that that potential &is i.i.d., and after turning the Riemann sum of the J(¢(-))-values into
an integral. In order that this potential shape scaling is of the form that we consider and that the
scale of this probability is of the same order than the contribution on the right of (4.12), we need to
introduce a new scale'funetion s(t) such that
n(s() _ 1 t

ROROE and oDz = n(s(t))a(t)?. (4.16)

where

Clearly, this‘vequries that s(t) = ta(t)~%. Hence, a(t) is determined by the requirement

ta(t) ¢ 1
Uga(t)_d) _ OB (4.17)’ alphadefannea

which in turn implies that

L(t) = W (4.18)[L(t) ident |

Hence, we identified the right scales and see that

H(ta(t)™@
60) = g (6L ) - TEEE) (4.10) xicidest
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formally satisfies a large-deviation principle (LDP) with speed t/a(t)? and rate function I defined in
(4.15) in the box Qg, i.e., in simple terms,

Prob(§, ~ ¢ in Q) ~ exp{ - aé)QIR(sO)}- (4.20)[LDPxit |

The theory of large deviations is instrumental to the study of the large-t asymptotics of the moments
of U(t), as we see here. See [DemZei98| for an account on the theory; in Section 5.1 we summarise the
most important facts.

So we arrive at

(U(t)) > (X Prew O 1E() ~ () in Qn})
~ QO H(E/ a0 oy { a(1t)2A(C)(QR’ @}Prob(gt ~ ¢ in Qr) (4.21)appra]

t
~ @ H(E/ o)) oy, { ()2 ( — Ir(p) + A\ (Qg, sO)) }

Optimising on ¢ and R, we obtain

OTH (t/a(t)? t
(U(8)) > O (/a0 )exp{ - St 0(1))}, t = o0, (4.22) appr5|
where the constant x is given in terms of the characteristic “variational problem

= lim inf |[I —2\@ ,
x = lim %C(QR)[ r(p) (Qr, )]

= inf Joyp— sup / vg® — Val3)],
soeC(Rd)[ R gEH(RY): |gg=1< R | H2>}

(4.23) [ hidetiiost]

where we used the Rayleigh-Ritz principle for the principal eigenvalue, and C(Q) is the set of all
continuous functions Q — R.

The last step of the heuristics ig also known as the Laplace- Varadhan method or Varadhan’s lemma
from the theory of large deviatipns; for a precise formulation see Section 5.1 below, and for more on
the theory see [DemZei98]. We arrived at the lower bound for the main assertion on the moment
asymptotics. Recall that we did this heuristics under the assumption that a; — o0; in the other cases
the formula (4.23) does.not apply (it must be replaced by a discrete version of it); see Section 4.4. In
some cases, a rigorous proofrof (4.22) is derived by filling the gaps left open in the above heuristics.
The upper bound ‘< also hoelds, but its proof is much more technical and difficult and does not give
insight in the behaviour 'of the model. See Section 5 for some techniques for proving the upper bound
and Section 4.4 forthe main examples, which are explicit.

Remark 4.4, (Interpretation of x.) The first term on the right of (4.21) is determined by the
absolute height of the typical realizations of the potential and the second contains information about
the.shape of the potential close to its maximum in spectral terms of the Anderson Hamiltonian H in
this region. More precisely, those realizations of £ with &, ~ ¢, in Qp for large R and ¢, a minimizer in
the variational formula in (4.23) contribute most to (U(t)). In particular, the geometry of the relevant
potential peaks is hidden via y in the second asymptotic term of (U(t)). &

chiInterpret

Remark 4.5. (Potential confinement properties.) The above heuristics suggest, in the spirit of
large-deviation theory, that the main contribution to the moments should come from those realisations
of the potential ¢ such that the rescaled shifted version &, resembles the members of the set M of
minimizer(s) of the variational formula in (4.23). In other words, there should be a law of large
numbers for ¢, in the sense that the event {¢: &, ¢ U(M)} , where U(M) is some neighbourhood of
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M in a suitable topology, is of asymptotically small probability w.r.t. the transformed measures
Quldp) = 1

t\dQ) = 73\

U(#))

There is no doubt that such a law of large numbers should be valid in great generality, but there are

only few proofs for this in the literature. A technical problem may be that the problem in (4.23), and

hence also M, is spatially shift-invariant, i.e., one has to cope with the event that &, does not resemble

any shift of the minimiser(s). Such a statement has been proved in the case of an almost bounded
potential £ (in the notation introduced in Section 4.4 below) in |GriitKén09). <&

lem-ConfPot

c-Momproof 4.3 Heuristics via local times

In this section, we present another route along which the (lower bound of the) asymptotics of the
moments of U(t) can be identified. This route is in a sense ‘dual’ to the route that we described in Sec-
tion 4.2: Instead of carrying out the expectation with respect to the random walk«in the Feynman-Kac
formula in (2.1) first, and then analysing the {-expectation of the resulting expression in the eigenvalue
expansion, we start by carrying out the &-expectation and then analyse the resulting expectation over
the random walk. The main result of this section is in (4.30).

Eo{exp{/tf(Xs) dsHProb(ge dy), t>0,¢:2¢ 5 R
0

To that end, we recall from (2.9) one of the main objects in the probabilistic treatment of the PAM,
the local times (,(z) = fg 9.(Xs) ds of the random walk (X;)yeo,08), Again, the cumulant generating
function H(t) = log(e®(")) plays a major role; it is again-assumed to be finite for any ¢ > 0. From

(2.10) we already know that
U(1) =Eo|exp{ > H(tu(=))}]. (4.24)Ucalct]

2€7Z4
We are going to work under the following supposition on the asymptotics of H.

Assumption (H): There are a function H: (0,00) — R and a continuous auziliary function
n: (0,00) — (0,00) such that
Hty) < yH()

gg T =H(y) #0 for y # 1, (4.25)
and the limit n, = lim;_,ooa)(t) Jt.€/[0, 00| exists.

Assumption (H) is crucial and will be discussed at length in Section 4.4 below. Let us already
remark that the function/n coincides with the one of Assumption (J) above. We define the scale
function «a(t) asdn\Section4 by

n(ta(t)_d) _ 1
ta(t)—d a(t)?”
Let us againtassume that «(t) — oo for these heuristics. Then we need to consider the spatially

rescaled version of the local times,

o(t)?

n Et(LatyJ)a ) € QRJ (426)

which is a random, L'-normalised step function. We continue (4.24) with

H(Ly(z/a(t))t/a(t)?) — Li(z/a(t) H(t/a(t)?)

U(t)) = e*®*H(t/a)DR exp § n(t/a(t)? :
o) o| exp {n(t/a(t) >Z e )
According to Assumption (H), we may asymptotically replace the quotient after the sum on z by
H(L(z/a(t))), and by definition of a, replace the prefactor in the exponent by ¢/a(t)?+2. Reducing

Li(y) =
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the sum on z € Z9 to a sum on z € BRa(t) and turning this sum into an integral using the substitution
z = |ya(t)], we arrive at

(U2) m e OOy ex {O[(tt)2 /Q H(Li(y)) dy}]. (4.27)[Ucale2]

A crucial fact is that (Li);e(0,00) satisfies a large-deviation principle with speed t/a(t)? and rate funetion
g9° = [[Vgl3, that is,
t

Po(Li(-) = ¢°(-) in Qr) = exp{ - WHVQH%} (4,28)[LDPLt |

for any L%-normalised function g € H'(R?) with support in Qr (see Section 5.1 for details). Now we
formally apply Varadhan’s lemma (see e.g. [DemZei98]) to the expectation on the right-hand side of
(4.27), ignoring that the functional g2 fQR ﬁ(gQ(y)) dy might be not bounded or not.€ontinuous
(in fact, it usually fails to be). This gives that

+ ~
E [exp {W on H(L(y)) dyH (4.29)

~ o Hod?— 2, 1 .
Nexp{&(t)2 Sup{/QRHog IVgli3: g € Ha(Qr), 192 = 1}}

We obtain, after letting R — oo (which optimises over R),

t
(U(B) = O H a0 oy { X S (t)2x°}’ (4.30)[VUcalcs)

where Y, is given as

o:'f{V 2—/1? 2uge HY(RY), :1}. 4.31)| chipath
Xo = inf 1[|Vg]l3 Hog na (R), [lgll2 (4.31) chipath |

This is the main result on the moment asymptotigs for U(t); it is ‘dual’ to (4.22) in the sense that the
two variational formulas y and X are dual to each other, see Remark 4.6. The remarks that we made
below (4.22) apply here as well.

Remark 4.6. (xo = x.) In view of'the fact that in both (4.21) and (4.30) also the complementary
inequality < holds, the two variational formulas in (4.23) and (4.31) must be identical. This can also
be seen in an analytical way by interchanging the infimum and the supremum in (4.23):

£ inf inf Jop— 2 _ Vg3
X gEHl(Rld):llgllFlsoGlC(Rd)[/Rd 4 </1Rd80g | g”2>]

_ inf |:va‘|§ — sup (/ 8092 _/ Jo (P):| (432) chichitildei
R4 R4

geEH! (RY): [|g][2=1 peC(RY)
= XO'

Furthermore, it is not too difficult to identify the function J introduced in Assumption (J) as the
Legendre trangform of the function —H introduced in Assumption (H), that is,

J(z) = +H , > 0. 4.33)| LegTraf
() sup (zy+H(y), = (4.33)[ LegTrafo |

This is done as follows. According to Assumption (J), the random variable X; = (£(0) — H(t)/t)t/n(t)
has upper tails given by Prob(X; > z) ~ e MW7) a5 ¢ — 0o, for any > 0. Hence, according to the
Laplace principle, for any y > 0, as t — oo,

e(t) maxz>o(zy—J(2)) <en(t)th> ~ (eWEONeyH(E) — (H(ty)—yH() (O H(y)

)

where the last step used Assumption (H). This shows that H is the Legendre transformation of J and
implies (4.33) via the duality principle.



THE PARABOLIC ANDERSON MODEL 29

From (4.33), it is only a technical step to see that the two functionals g2 fRdﬁ o g% and
> fRd J o are Legendre transforms of each other, i.e.,

ﬁogzz sup </ gogQ—/ Jo<p>.
R4 peC(RY) N JRd Rd
Using this in (4.32), we see that xo = x- &

m-Chiident

Hence, the heuristics of this and the preceding section lead us to the formulation of the following
result. We also include the case where a(t) does not diverge as t — oo, which we excluded from the
above heuristics.

1-MomentAsy [Theorem 4.7 (Moment asymptotics). Suppose that Assumption (H) holds, and define oy by»(4.17).
(1) Assume that limy_ oo n(t)/t = 0. Then «a(t) — oo, and

(U@) = (O LH (t/a(t)?) exp{ _ ! Xo}, (4.34)’ Umomentsident

with xo = x given by (4.23) and (4.31).
(2) Assume that limy_,oon(t)/t = 1. Then a(t) — 1, and H(y). = pylogy for some p € (0,00),
and

(U(t)) = eH(®) exp { - txp}, (4.35)’ Umomentsident

with x, given by (4.39) and (4.40), the spatially discrete version of (4.23) and (4.31), respec-
tively (see Remark 4.11).

(3) Assume that limy_,oo n(t)/t = co. Then a(t) — 0.and-(4.35) holds with p = 0o, where Xoo = 2d
is also given by (4.39) and (4.40) (see Remark_4.10).

Indeed, Theorem 4.7 has been proved in-/the,literature practically verbatim, but the proof for
various choices of the distribution of the potential’ & is distributed over a number of papers. In case
(1) the diameter of the intermittent islands diverges, in case (2) they stay bounded and positive, and
in case (3) the islands shrink to single sites.«See Section 4.4 for references and explicit formulas.

Remark 4.8. (Path confinement. properties.) Analogously to Remark 4.5, it is also tempting to
guess that the rescaled local times should satisfy a law of large numbers, i.e., should converge to the
minimiser(s) in (4.31) in probability with respect to the transformed path measure given in (2.13).
This property has been called the Brownian confinement property and was indeed proved in some of
the most interesting cases, see Section 8.1. <&

m-ConfPath

.ec-Regimes 4.4 Four asymptotic regimes
In this section we explain that, under the crucial Assumption (H), which is a mild regularity assumption

on the tails“ef £(0) at its essential supremum, there are only four regimes (called universality classes
in [HofKonMor06]) of asymptotic behaviours of the PAM. These regimes differ from each other in the
order of the size of the relevant islands, in the explicit form of the rate function for the potential
and i properties of the minimizers (e.g. compactness/unboundedness of support). The theory of
regular functions straightly implies from the main assumption that the main asymptotic quantities in
terms of which the asymptotics of the moments are given take only two different and explicit forms.
Depending on unboundedly growing or vanishing diameters of the relevant islands, the asymptotic
shape is continous (after spatial rescaling) or discrete or even trivially concentrated in just one site.
We follow [HofK6nMaér06].

Recall Assumption (H) from Section 4.2, see (4.25). The function H extracts the asymptotic
scaling properties of the cumulant generating function H. In the language of the theory of regular
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functions, the assumption is that the logarithmic moment generating function H is in the de Haan
class, which does not leave many possibilities for H:

[variation [Proposition 4.9. Suppose that Assumption (H) holds.

(i) Thereis a vy > 0 such that limyoo n(yt)/n(t) =y for any y > 0, i.e., n is regqularly varying of
index . In particular, n(t) = 70 a5t — co.
(ii) There exists a parameter p > 0 such that, for every y >0,

y—y” if

s _ 77&17

Hy)=p3 7 -
ylogy if v=1.

(iii) If v <1 and n. < oo, then there exists a unique solution a: (0,00) — (0, 00)*t0

ta(t) ¢ 1
e - (436 phaderann

and it satisfies limy_, oo ta(t) ™% = co. Moreover,
(@) Ify =1 and 0 < nx < 00, then lim;_,o0 () = 1//Nx € (0,00
(b) If vy < 1 and 0. = 0, then a(t) = t*+°0)  where v = (1 —(7)Hd+2 — dv) € (0, ﬁ]

d

The additional assumption on the convergence of n(t)/t is mild and is necessary only in the case
~v =1 (which will turn out to be the critical case). The function a(t)-is the annealed scale function for
the radius of the relevant islands in the parabolic Anderson model, this is the function that appeared
in the heuristics described in Sections 4.2 and 4.3.

Now, under Assumption (H), we can formulate a cemplete distinction of the PAM into four cases:

(SP) 7. = oo (in particular, v > 1), the single-peak case.
This is the boundary case ¢ = oo of the'double-exponential case. It comprises all heavy-tailed
distributions with finite positive exponential moments, see Example 2.8. We have a(t) — 0
as t — 0o, as is seen from (4.36), i.e., the relevant islands consist of single lattice sites. As we
will see in Section 7.2, this class phenemonologically also contains a number of potentials that
have no finite positive expotiential moments.

(DE) 7, € (0,00) (in particular; vy = 1), the double exponential case.
This is the case of the double-exponential distribution, see Example 2.6. By rescaling, one
can achieve that™y, =1 The parameter ¢ of Proposition 4.9(ii)(b) is identical to the one in
(4.38) below,This‘case is studied in [GarMol98|, |GarHol99|, [GarKon00], [GarKénMol00],
[GarKonMol07}; [BisK6n13| and more papers.

(AB) 1. =0 and v'\= 1, the almost bounded case.
This«is the-case of islands of slowly growing size, ie., a(t) — oo as t — oo slower than
anyspower of t. This case comprises unbounded and bounded from above potentials, see
Example 2.7. This class was introduced in [HofK6nMor06| and further studied in [GriitKon09].
It lies in the union of the boundary cases ¢ | 0 of (DE) and v 1 1 of (B).

(B) v < 1 (in particular, n, = 0), the bounded case.

This is the case of islands of rapidly growing size, i.e., a(t) — oo as t — oo at least as fast
as some power of t. Here the potential £ is necessarily bounded from above. This case was
treated for a special subcase of v = 0 (Bernoulli-traps, see Example 2.4) in [Ant95] and in
generality in [BisK6n01] (see Example 2.5).

In all these cases, the asymptotics of the moments of U (t) are, for any p € (0,00) (see Theorem 4.7
for p = 1), given by

1 B H(pt oz(pt)*d) 1
s log(U(t)F) = a1 alpD)? (x +o(1)), as t 1 oo, (4.37)
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where y is alternately given in terms of two characteristic variational principles, which describe the
shape of the potential and the local times that give the main contribution to (U(¢)P), respectively. Let
us give some more ingight in the four cases.

Remark 4.10. (The case (SP).) This case is included in [GdrMol98| as the upper boundary case
o = oo in their notation; it comprises all heavy-tailed potentials with finite positive exponential
moments, see Example 2.8. Here xy = 2d, which is identical to the value of the right-hand sides-of
(4.39) and (4.40) for ¢ = oo; the corresponding minimisers are g = do and ¢ = —oollza oy (with the
understanding that (—oo) - 0 = 0). The scale function «(t) — 0 vanishes, and the first term on ‘the
right hand side in (4.37) dominates the sum, which diverges to infinity. &

Remark 4.11. (The case (DE).) The study of this case was initiated in [GarMol98|. The particular
interest of this class comes from the fact that the intermittent islands have a discrete and'non-trivial

structure, since a(t) stays bounded (and may be put equal to one). The main representative of this
class is the double-exponential distribution (which is indeed a reflected Gumbeldistribution) given by

Prob(£(0) > r) = exp{—eT/g}, r € R, (4.38)

where ¢ € (0,00) is a parameter. The characteristic variational problem is given as

X = inf [(g,—A'g) + QI(gz)} ) where I(g Z g% (2) log ¢*(2). (4.39)[ chiDE |

€r2(z74): =1
geL*(Z): ||gll2 2€77

It is known [GAarMol98, GiirHol99] that this formula possesses minimizers g2, which are unique (up to
spatial shifts) for sufficiently large o. These minimizers are(not explicitly known, but they are known
to decompose into a d-fold tensor product of minimisers of\the formula for d = 1 and to approach delta-
like functions for ¢ 1 oo and Gaussian functions, (after réscaling) for ¢ | 0. This both is consistent with
the understanding that (SP) is the boundary case,of (DE) for ¢ 1 0o, and (AB) is the boundary case
of (DE) for ¢ | 0. The dual formula for x is

wf o (§ X ). (140 hiDEpash]

d
p: Z8-Rlim. 5 00p(z sezd

where A(0) = SUp,e2(zay. ||g=1 9D F ©)g) denotes the top of the spectrum of A’ + ¢ in Z%; note
that, due to the condition lim};_,s, ¢(2) = —o0, it is also its principal eigenvalue with (up to shift and
normalisation) precisely one eigenfunction. The first term in (4.40) is easily seen from (4.38) to be
the infinite-space version,of the large-deviation rate function of the potential; obviously the condition
lim, o ¢(z) = —o0 is necegsary for it to be finite.

In contrast with (4.39) and (4.40), the spatially continuous versions of these formulas do admit
explicit minimisers; they appear in the case (AB), see Remark 4.12. With some efforts using Gamma-
convergence techniques, one can show that the small-p asymptotics of (4.39) and (4.40) are given by
their continuous versions, including the convergence of the rescaled minimisers. This shows that the
transition between the cases (DE) and (AB) is very smooth. <&

Remark 4.12. (The case (AB).) This class was brought to the surface in [HofKonMor06|; it is a
kind of interpolation between the cases (DE) for o ~ 0 and (B) for v ~ 1. One obtains examples
of potentials (unbounded from above) by replacing p in (4.38) by a sufficiently regular function o(r)
that tends to 0 as r — oo, and other examples (bounded from above) by replacing v in (4.44) by a
sufficiently regular function () tending to 1 as = | 0. We find that fAI(y) = const y log y, and the rate
function in (4.14) turns out to be

Ir(p) = const / e?@)/e 4, (4.41)
Qr
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The characteristic variational problem is given by

= ot IWalEee [ foge] (4.42) caikB]
(R9): |lglle=1 Rd

geH?

This is easily seen to be (up to spatial shifts, uniquely) minimised by the Gaussian density
g*(z) = const e‘ng”g, which is the principal eigenfunction of A + ¢ for the parabolic fungtion
¢(z) = const — g||z]|3. The parabola in turn is the (up to spatial shifts, unique) minimiser of the
alternate representation of x:

= f £ p@)/e qp — A 4.43)[ chiABpath
X peC(RE): lirrgl_,oo p(z)=—00 <e \/]Rd ¢ o (¢)>7 ( ) chiABpat

where A(¢) = supgepi(ray: |g,=1(9> (A + ©)g) is the principal eigenvalue of the operator A + ¢ in
(%(Z%). Hence, in spite of a relatively odd definition of the potential distribution, the appropriately
rescaled and shifted shape of the local times and of the potential that give the{main contribution to
the moments of the total mass are unique, explicit and elementary functionss &

Remark 4.13. (The case (B).) This class contains only distributions that ‘are bounded from above,
so without loss of generality we assume that their essential supremum is(equal to zero. The upper tails
at zero of the main representatives are given by

log Prob(£(0) > —x) ~ —Dafﬁ, x]0, (4.44)[dist4]
where D € (0,00) and v € [0,1) are parameters: The special case v = 0 contains the Bernoulli
distribution where only the values 0 and —1 are attained; and e~ is the probability of the value 0.
We find that H(t) = —const t7t°() and, for v € (0,1), that H(y) = =25 (y” —y). Then we have

. 2y _g2 .
inf e g ray: gl 3 INGII5 — 2 fra %}, if v €(0,1),
inf e 1 (ray. fg0=1 § V9113 — D]supp (9)!}, if v =0.

(4.45)Bikos]

X:

These two formulas are well-known and well-understood. In particular, a minimiser exists, is unique
up to spatial shifts, and has compaet-Support, which is actually a ball. This was recently worked out
in [Schll] for v € (0,1). For v = 0s;-the ball-shape of the support follows from a classic isoperimetric
inequality called the Faber-Krahn inequality.

REFERENZ?

As a consequencg, the minimiser can be explicitly written in terms of the principal eigenfunction
of the Laplace operator ini a ball, and the radius of that ball can easily be found using elementary
analysis, using, that X(B.)"= r=2\(Bj) for any r > 0, where we wrote now \(A) for the principal
Dirichlet eigenyalueof the Laplace operator in the set A. Now we see easily that, for v =0,

= min (D|A| + M(A)) = min (D|B,|+ A(B,)) = min (Drws+r2X(B1)) = ¢(D),
X = min(BlA| £ A(4) = min (DIB|+A(B) = min (Dr'uw+772A(By) = (D)

where wy is the volume of the unit ball and
2
IN(B1)\d\ a2
C(D) = (DWd(%) )d+2 (1 + WdBl)%

and the optimal r is r* = (ﬁDwdd)l/(d”).

The boundary regime v 1 1 connects up smoothly with the case (AB). Indeed, using Gamma-

convergence techniques, one can show that the formula in (4.45) and its minimiser(s) (properly rescaled)
g2w *92
v—1

converge towards the formula (4.42). (Obviously, the term converges toward the derivative of

v+ (g?)7 at v = 1, which is equal to g*log g*.) <&
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inuouscase 4-5 The spatially continuous case

In the spatially discrete case, we formulated the main assumption on the distribution of the random
potential in terms of just one single random variable £(0), since we relied on the assumption that the
potential is i.i.d. In this way, one naturally covers all i.i.d. potentials. However, in the continuous
case, one cannot do this so easily without determining the spatial correlations (if one does not want
to mimic the i.i.d. case by putting the potential constant in the unit boxes z + (—%, %}d and i.i.d. over
z € 7Z4). Nevertheless, a number of potentials studied in the literature obviously belong to one"ef the
above classes in a phenemonological sense. E.g., the case of a Poisson field of obstacles-and many
variants belong to the case (B) (studied in [DonVar75|, many papers by Sznitman, resulting in the
monograph [Szn98|, [Ant94] and [Ant95] and more), the case of a Poisson field with paositive cloud and

many Gaussian fields (see [GarKon00| and [GarKénMol00], e.g.) belong to (SP).
»issObstMom

4.5.1. Brownian motion among Poisson obstacles. Let us here discuss the moment asymptotics in the
important case of a Brownian motion among Poisson obstacles, see Example 219, We assume that the
potential is given as V(z) = — >, .y W(z — 2;) with a standard Poisson peint process w = (z;);en on
R¢ with intensity v and a nonnegative nontrivial cloud W: R — [0, 00), which Wwe want to assume
here for simplicity as bounded, measurable and compactly supported. The main example is W = 1p,_,
the indicator on a centred ball with radius @ > 0. We want to understand the large-t asymptotics of

the moments of
t
U(t) = Eo | exp{ — / > oWz, s, (4.46)[U(t)BM]
0 den

where Z = (Zs)s¢(0,00) i the Brownian motion with genexator'A (i.e., the time-change of the standard
Brownian motion with a factor of 2).

Let us first take the expectation with respeetsto the Poisson process. We recall from Example 2.9
that, in the special case W = 1p_,

(U(t)) = Eole1%0)],

where S, (t) is the Wiener sausage up totime t with radius a. For finding the large-t asymptotics of this
(sometimes called the Wiener sausage problem), a large-deviation principle (LDP) for the normalised
occupation times of the motion, pi; = %fg 0z, ds is the most natural method. This LDP roughly says

that
Py (ut(d:c) ~ ¢ () da;) ~ exp{ - t”wug)}, t— oo, (4.47)[BHLDP |

i.e., the probability-that i resembles the probability measure with density ¢? decays exponentially
fast with rate given by the-energy of ¢. For a precise statement, one has to restrict to finite boxes
and has to consider topologies. See Section 5.1 below for precise statements and [DemZei98| for more
about the theory. The LDP in (4.47) describes the behaviour of the motion when staying in a compact
part of R? by time ¢t. However, the typical spatial scale of the motion in the expectation of e VISa(t)]
is not the finite one, but some scale o; such that the optimal compromise between the probability to
stay ima box of radius ay and the term e ¥15()| ig realised. Looking only at the exponential rates, the
former, is O(tat_Q)‘r’, and the latter is O(a), both with the negative sign. Minimising their sum shows
that the optimal scale is oy = /(@2 Due to the Brownian scaling property for this spatial scale,
we immediately obtain from (4.47) a LDP for the normalised occupation measure /,Lff) of the rescaling
7" = a;1Z,,2; indeed, it is the same with scale ta;? = t%(4+2) instead of t. For large t, we may

soy?
neglect the radius a of the Wiener sausage and can approximate

|Sa(t)] ~ af lsupp (1")] = 72 |supp (1”)]- (4.48)[sausageappr |

5This can easily be seen from the argument that leads to (3.1).
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Hence, using Varadhan’s lemma (see Section 5.1 for a precise formulation), we now understand that

_yd/(d+2)

; (t)
(U(t)) = Eq [e—”|5a(t)\] ~ E [e_”tdﬂdH)'bupp (1 |] ~e X (4.49)| asyBMsausage
where
¥ = inf{vlsupp (62)] + [Vol2: ¢ € HI(RD}. (4.50) chiBast
(The ‘=’ in (4.49) means that the error is eo(td/(d+2)).) Note that x is identical with the x from the

second line of (4.45) with D = v. This ends our heuristic explanation of the asymptotics of the mements
in the case of Brownian motion among Poisson obstacles, using large deviations for the motion.

Another way to understand the asymptotics can be heuristically described using.a, joint strategy
of the Poisson process and the motion as follows. We start from (4.46) and observe that the large-t
asymptotics of (U(t)) are mainly concentrated on maximisation of the term in the exponent, i.e., on
minimisation of fg Y ien W(Zs — x;). One good joint strategy of Z and w is that w leaves a certain
bounded area A C R? empty of sites x; (even with a certain distance, such that, A does not intersect
any support of the functions W (- — x;), but this extra amount asymptotically vanishes), and the path
Zjo,g does not leave A. In this case, the exponent is even equal to zero, which is certainly optimal. The
probability cost for w of following this strategy is e 4l the Poisson’ prebability to have no particle
in a set with Lebesgue measure |A|. The cost for the motion can be found from the LDP of (4.47) as
follows: )

: 2
¢eH3<f11§1:fH¢||2=1 5 1Ve) }
Note that the right-hand side is nothing but e A4\ where A(A) is the principal eigenvalue of A in A
with zero boundary condition. Hence, the joint strategy has the probabilistic cost e~ *I4I+A(A) “and
this is equal to the expectation of U(t). Now we have to identify the optimal set A. i.e., to identify
the minimiser A in the formula

Po(Zj C A) = Po(supp () C A) ~ exp { —4

xe = inf (¥]A[+tA(A)).

inf
ACRY
But it is easily seen that this x; is, up to some elementary scaling, identical to the second line of (4.45),
with the result that

_2
i £ /(d+2) (de(%(fl))d) Ty QA(dBl)%

where we recall that wy is the volume of the unit ball Bj.

These asymptotics downot depend on the shape of the cloud function W, at least as long as it has
a compact support and“doesynot depend on t. Actually, they are stable with respect to dependence of
the support and the size of W on t; see Sections 77 and ?? for what happens if these critical scales are

. reached or traversed.
-GaussianMom

4.5.2. Gaussianpotentials. Also the case of a Gaussian potential is interesting. Let V' = (V(z)), cra be
a Holder continuous stationary centred Gaussian field with covariance function B(z) = (V(0)V (z)). We
assume that'B is twice continuously differentiable in a neighbourhood of zero with B(0) = o2 € (0, 00)
and'such that —B”(0) = ¥? is a positive definite matrix, i.e., the maximum of B at zero is strict and
B'parabola-shaped. Then H(t) = log(e'V(0)) = %tZUQ, and with oy = t~/4, it is proved in [GarKon00]

that
t
(U(t) = e3t” exp{ — @ V(o) + o<1)>}, t — oo (4.51)[ HomasyGauss ]
(6%

t
The scale function (oy)i>0 has the same interpretation as in the above heuristics as the order of the

radius of the relevant islands. Interestingly, this is an example for vanishing oy, i.e., the Gaussian field
attains the relevant maxima on very small islands. Furthermore, the absolute height of the maxima
is described by the variance and the (parabolic) shape of the potential in the peaks is described by
the covariance matrix. (Such an interesting peak behaviour on vanishing islands can be observed only
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in the spatially continuous case.) The first term in the above asymptotics was already derived in
[CarMol95].

Gaussian potentials with much less regularity and the singularity B(0) = co and B(x) ~ ||~ as

x — 0 for some v € (0,2) are considered in [Chel2b], see Section 6.2.2.
-PoissonMom

4.5.3. Poisson potential with high peaks. Asin Section 4.5.1 and Example 2.10, let (z;);en be a standard
Poisson point process on R? with intensity v € (0,00) and ¢: R? — [0, 00) be a nonnegative, compactly
supported cloud, and we consider the potential V(x) = >, @(z—x;). Like for the covarianee function
in Section 4.5.2, we assume that ¢ is stricly maximal in 0 with a strictly positive definite Hessian matrix
%2 = —"(0). Clearly, H(t) = v [(e®®) — 1) dz. Then in [G&rKon00] it turns out that the.order of
the diameter of the relevant islands is given as a; = t%/8¢=%(0)/4 and that

() = " exp { - OiQ ((V%)l/ztr(il) +o(1))},  t=os (4.52)[omasyPoiss]

Note the extremely strong decay of o; and the extremely fast asymptotics of the moments of the total
mass. The first term, H(t), seems to depend on all the values of the cloud ¢ in neighbourhood or zero,
but an application of the Laplace method shows that its asymptotics'.depend only on ¢(0) and the
Hessian matrix of ¢ at zero. However, the second term depends onlyon the Hessian matrix at zero.

Interestingly, both (4.51) and (4.52) may be summarized as

H(t)

%log(U(t)) = 50 (o gUIVHEDy oo, (4.53) HomasyGaussPo

with x = (202)~/?tr(X) where 02 = ¢(0) in the Poisson,case:

ribbsfields

4.5.4. Gibbs point fields. MISSING

5. SOME PROOF TECHNIQUES

-techniques

In Section 4.2, we described the heuristics, for\the large-t exponential rate of the moments of the total
mass U (t), neglecting all technical issues: Nevertheless, in particular for the proofs of the upper bounds
in the respective cases, there dre’a number of technical problems to solve, which required quite some
efforts and developments. , In this section, we present some of the proof techniques that have been
successfully used to proof the main assertions made by these heuristics. We concentrate on explaining
the methods in their simplest form, their nature, benefits and drawbacks, but we give no complete
proof here and do notwaim’at generality.

One of thelcrueial’assertions that need to be proved are of the type that a precise upper bound
needs to be-derived for the logarithmic large-t asymptotics of

Eo[exp {% /Rde(Lt(x)) dxH, (5.1) expression]

where 9 = ta;© — oo is a scale function, H is the function introduced in Assumption (H), see
(4.25)7 and L; is the rescaled and normalized local times introduced in (4.26). (We stick here to the
case ap — 00, i.e., the case where a spatial scaling is necessary, but the following applies also to the
situation, where oy = 1.) The main goal is to prove that the negative exponential rate on the scale
vt is equal to xo defined in (4.31), i.e., to the supremum of the LDP rate function for the local times
minus the functional g% — [ H o g%, taken over all L:normalized functions g € H(R?).

2

Another fundamental task is to find a tight logarithmic upper bound for the expression

(09, (52 expressions|
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where ~y; is as above, A\(B, &) is the principal Dirichlet eigenvalue of the operator A + ¢ in the box
B C 7%, whose radius may depend on t and may be rather large.

As we have seen in the preceding sections, both tasks are strongly related, and there are techniques
to estimate the two expressions in (5.1) and (5.2) in terms of each other. Indeed, see (2.25) and (2.26)
for estimating the expectation of Up(t) from below and above in terms of the expression in (5:2).
Furthermore, recall Section 4.3 to see that (5.1) comes from the expectation of U(t), after having
taken the expectation with respect to the random potential and inserting some rescaling into the local
times of the random walk.

However, a number of technical obstacles arise in deriving a tight logarithmic upper bound for
(5.1) and (5.2), respectively:

(1) restriction of the integral [, respectively of the box Bg to a box of appropriate (maich smaller)
size,

(2) overcoming the lack of boundedness of H, respectively of the map &= A(B7§) and

(3) overcoming the lack of continuity of H, respectively of the map &i— A\(B,¢).

These are problems that are similar also to those that arise in the/amalysis of other exponential
functionals of the local times (for example self-intersection local tinies, where H(l) = [P for some p > 1,
see the monograph [Che09] and the short survey [K6én10]).

In Section 5.1 we first explain why the desired result shiould be true at all, and why items (1)—(3)
are indeed problems. In the subsequent Sections 5.2-59»we describe some of the most often used
rigorous techniques that overcome these obstacles.

5. 1 Large deviations

Omne of the cornerstones of the mathematical analysis of the expectation of exponential functionals
with a large prefactor is the theory of large deviations, see [DemZei98| for a comprehensive treatment.
A family (Y;)ie(0,00) Of random variables with values in some topological space X' is said to satisfy
a large-deviation principle (LDP) with. speed v, and rate function I: X — [0,00] if the level sets
{r € X: I(z) < ¢} are compact for any ¢ € R and if the set functions % logP(Y; € -) converge weakly
towards the set function A —"nf 4/ = inf,c4 I(z) in the sense that

1 1
limsup —logP(Y; € C) < —infI  and liminf —logP(Y; € O) < —inf I
t—00 "}/t C t—o00 "}/t (@]
for any closed set.C-and.anhd jopen set O in X'. One of the most important ideas is the following strong
extension of the well-known Laplace principle, which is called Varadhan’s lemma: If (Y});e(0,00) Satisfies

the above LDP. and F': X — R is a continuous and bounded function, then

1
lim — logE|e ()| — sup(F —I).
t—r00

Tt X

Psformotions

5.181. LDPs for the occupation measures of the random motions. One could already guess from the
representation of the moments of U(¢) in (2.12), and it has been used in the heuristics in Section 4.3,
that the analysis of the moments of U(t) may be very well attacked with the help of an LDP for the
normalised local times %Et or spatially rescaled versions of them, see (4.28). Let us cite the relevant
LDPs from [Gir77] and [DonVar75-83]. By M (B) we denote the set of probability measures on Z%
with support in B C Z.

[1em-LDPRW [Lemma 5.1 (LDP for the normalised local times of the random walk). For any finite box B C Z¢,
the normalised local times %ft = %fg 0x, ds satisfies an LDP both under the distribution of the random
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walk conditioned on not exiting B by time t and under the distribution of the periodised random walk,
both with speed t. The rate function of the former is the quadratic form

2
Mi(B) 3 (Vi =8 = Ce = Y. (Vi — Vi)~ Ca,

T, YeEB: x~vy

where Cp = inf ,c g, (B) (VI fAd\/m, The rate function of the latter is the analogous quadratic from
with A% replaced by the discrete Laplace operator on B with periodised boundary condition and, Cpg
replaced by 0.

Note that the normalisation constant C'g is also equal to the principal eigenvalue of A? in-B, as
one sees from comparing to the Rayleigh-Ritz formula in (2.24) for this eigenvalue. When considering
zero boundary condition, it is positive, and when considering periodised boundary condition it is equal
to zero, as the corresponding eigenfunction is constant.

The two LDPs of Lemma 5.1 are important tools for the case of the double-exponential distribution
(i.e., the cases (DE) and (SP)) in [GarMol98|, where a; = 1, i.e, in the absence of spatial rescaling.
Note that, for time-discrete random walk, there is also a LDP like the on/in Lemma 5.1, but the rate
function is different, as this LDP is based on an LDP for the empirical pair measures via the contraction
principle.

However, in the cases (AB) and (B), we need to consider\thespatially rescaled version L; of ¢,
introduced in (4.26). A proper formulation of (4.28) is(as*follows; see [GanK6nShi07, Lemma 3.1]

for the discrete-time case, but an extension to the continuous-time case is simple, see [HofKénMor06,
Prop. 3.4].

DPscaledRW Lemma 5.2 (LDP for the rescaled local times ofsthe random walk). For any centred cube Q, the
rescaled local times (Lt)ic(0,00), both under the distribution of the random walk conditioned on not
exiting (oyQ) N Z% by time t and under the distribution of the periodised random walk in that boz,
satisfies an LDP on the set of probability densities on QQ with speed toz;2 and rate function

(5.3)’ ratefunctionB]

51 aValls = 3MQ) if g € H(Q),
~+00 otherwise,
in the case of zero boundary eondition, and g* — %HVgH% in the case of periodic boundary condition.
The topology is the onesthat~is induced by test integrals with respect to continuous functions @@ — R.

Here H&(Q) is the’usual Sobolev space of L?-functions g that possess a gradient in the weak sense
with zero boundaxy condition in @); it is usually defined as the completion of the set of all infinitely
smooth finctions gR¢ — R with support in Qg with respect to the L?-norm of g plus the one of Vg.
The normalisation A(Q) is equal to the principal eigenvalue of A in @ with zero respectively periodic
boundary condition.

In (4.47), we used a similar LDP for the normalised occupation times measures of the Brownian
motion with generator A; this LDP holds for the two cases (1) under conditioning the motion not to
leave the box Qg by time t and (2) for periodised Brownian motion in Q. Both LDPs also follow from
|Gar77] and [DonVar75-83] with speed equal to ¢, and the rate function is again equal to the function
in (5.3) with zero respectively with periodic boundary condition.

The fundamental papers [DonVar75] and [DonVar79] by Donsker and Varadhan on the Wiener
sausage contain apparently the first substantial annealed results on the asymptotics for the PAM, based
on the large-deviation theory that they developed in [DonVar75-83] and periodisation (see Section 5.2).
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forpotential

5.1.2. LDPs for the random potential. In Section 4.2 we used an LDP for the shifted and rescaled
potential &, in (4.19), based on the Assumption (J) for the upper tails of a single-site potential variable,
see (4.20). Deriving precise versions of such an LDP present no deep problems, in particular in the
simpler case oy = 1, where no spatial scaling is involved. See [BenKipLan95] for such assertions and
proofs. However, it is notoriously difficult to complete the main step in the proof, the argument fot the
application of Varadhan’s lemma, see (4.21), since the the necessary rescaling properties of thediscrete
principal eigenvalue of A + ¢ and the necessary continuity properties of the map ¢ — A9(Qg, ¥)
are difficult to obtain or to approximate. For this reason, there are not many rigorous proofs in the
literature that are based on the methodology described in Section 4.2. One important example)is the
celebrated method of enlargement of obstacles by Sznitman, see his monograph [Szn98|.

oriodisation (5.2 Periodisation

Since the asymptotic methods described in Section 5.1 work only for random: walks eonfined to a box
having a certain size (possibly depending on t), we first need to find upper and lower bounds for the
moments of U(t) in terms of its versions on these boxes. As we explained in Remark 2.1.3, the lower
bound is easily obtained, since U > Up, where we recall that Up is the total mass of the solution to
the PAM in the box B with zero boundary condition. In Remark 41 we.described how to control the
difference U — Up, but is successful only for very large boxes B,"depending on t, and is meant as a
method to introduce just some finite horizon to the problemy with or without taking the moments. In
this section, we rather explain how to derive an upper beund\for the moments of U in terms of an
arbitrary box B.

criodisation [Lemma 5.3 (Upper bound via periodisation). For any'box B = (—R, R|*NZ?, we have the inequality

U(t)) < <U](§er) (1)), (5.4)| UExpupperbou

Here is the proof. Denote by E(R fo X(R> ds the local times of the periodised random
walk X® in the box B, then it is not dlfﬁcult to see that
09 (2 Z Vi(2\+ 2Rzx), z € B,t € (0,00).
YA

Now using that H is convex.and that H(0) = 0, we see that H is also sub-additive, i.e., H(l) +
H(') < HIl+ ) for any [,I" € (0,00). Indeed, first we use convexity and H(0) = 0 to see that
H(N)=HA + (1 =X)0) SAH(l) 4+ (1 —X\)H(0) = AH(I) for any [ € [0,00) and A € [0, 1], and then
we see that

H()+ H(IN=H(Z5 1+ 1) + H({p 0+ 1) < dpHU+ ) + S HA+1) = HI+1).

The sub-additivity now shows that the interaction term for the free walk on Z¢ is upper bounded by
the same term for the periodised walk:

ST H() = > H(tu(z+2Re)) < 3 H( Ytz +2Re)) = 3 H(E™(2)).  (5.5)Rattractive]
z&Z 2€B geZd zeB zeZd z€Z?
Using this in (2.12) (noting the analogous formula for U$*”), we arrive at the assertion in (5.4).

This estimate is indeed one of the canonical starting points for proof of upper bounds for the
moments of U(t), as we explained in Remark 2.1.4. The usage of the latter is sometimes called
periodisation; it is one of a couple of methods to ‘compactify’ the space. It seems that [DonVar75]| is
the first work on the PAM that uses this technique.

In order to later find the right conclusions, one has to chose the radius of the box B as Ray (using
the notation of the heuristics in Section 4.3.
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maindecomp [p-3 Spectral domain decomposition

Another technique of ‘compactification’ is demonstrated in [GarKon00, Proposition 1] in the continuous
setting and was transferred to the discrete setting in [BisKénO1, Prop. 4.4]. This technique works
directly for expressions of the form (5.2) and allows for an upper bound in terms of ‘local’ eigenvalues,
i.e., of the same expression with a much smaller box instead of B, which might be rather large, as we
remind. The error is of the inverse order of the square of the small box. The estimate works for the
eigenvalue alone, i.e., it is not restricted to taking moments.

The idea, in the discrete-space setting, is that, for any potential V: Z¢ — R, the principal-Dirichlet
eigenvalue \(B, V) of A'+V in some (arbitrarily large) box B = Br = [-R, R]4NZ% is not largen than
the maximal Dirichlet eigenvalue of A+ V in certain much smaller, mutually overlapping subboxes of
Bgr, subject to a controllable error. The precise formulation is as follows, see [BisKén01, Prop. 4.4].

pdecomdisc [Lemma 5.4 (Spectral domain decomposition, discrete version). There is a constant C' that depends
only on d such that, for any potential V: Br — R,

ABr; V) < % + mgx ANz + B, V), R > r >A0. (5.6)’ eigenvaluecom
T zZEDR

In the proof one sees that already the maximum over much less {caréfully chosen) boxes serves as
an upper bound, but the above formulation is simpler and is good enough for the application to the
PAM. In the proof, one constructs a partition of the one consisting ofssmooth functions that approach
the indicator functions on the the interiors of the subboxes, ‘wheré we mean ‘interior’ in the sense
that these parts of the subboxes build a decompositionof \B; the overlapping regions are used for
pressing the functions down from 1 to 0 in a sufficiently smooth way. The error term comes from the
energy of these parts, i.e., from the ¢2-norm of their gradients. [BisKén01, Prop. 4.4] is formulated
for nonpositive potentials V' only, but an ingpection of the proof reveals that it actually holds for all
potentials.

Here is the continuous version, see [GarKon00; Proposition 1]; here, for any smooth region Q C R?
and any Holder-continuous potential V.: Q@ — R, A(Q, V') denotes the principal Dirichlet eigenvalue of
A+ V in Q, and we write Q, for [—7, 7]

pdecomcont [Lemma 5.5 (Spectral domain decomposition, continuous version). For any r > 2, there is a con-
tinuous function ®,: RY — [0, 00), whose support is contained in the one-neighbourhood of the grid
2rZ¢ + 0Q,, such that, forlany R-> r and any Holder-continuous potential V: R* — R,

AQwV —d,) < max A (2rz + B, V). (5.7)’ eigenvaluecom
2€Z%: |2|<R/r+1Qr

Moreover, ®, can be chosen 2r-periodical in each coordinate and such that er ¢, < K|Q,|/r for some
constant K that does-not depend on r.

In the application in the discrete-space setting, one takes R, depending on ¢, so large that the a
priori boundsin (4.4), in conjunction with (4.5), gives a negligible error for (U(t) — Up, (t)). (Recall
thatR is then larger than ¢.) Then, choosing the diameter r of the small subboxes as Ra(t), with R
and\a; as in the heuristics in Section 4.3, reduces the problem to the appropriate size on which one
can uge the LDP for L;, and the error term C/R?a? is on the scale of the LDP, and vanishes in the
limit t — oo, followed by R — oco. The maximum over z € Bg is turned into a sum of exponentials,
using that they all have the same distribution. Summarizing, we get the following estimate:

<et/\(BR,§)> < <etmaxz€BR )\(z+Br,5)>etC/7'2 < Z <et>\(Br,§)>etC/r2 _ <et)\(Br,5)>|BR|etC/7-2.
z€EBR

Hence, the big size of the box is finally tamed down to a big pre-factor, which is negligible with respect
to the exponential asymptotics that we are after.
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sec-Gurting P-4 Cutting

Difficulty (2) for the expression in (5.1) is sometimes handled by some cutting technique, which requires
serious work on a case-by-case basis. The problem arises if H is not bounded. The basic idea is to
replace q by some cut-off version a M that is bounded and controling the remainder He™ = H-H M
with the help of some additional argument in the limit M — oo, which is taken after the limit ¢ —/oc0
has been taken. A typical choice is fAIM(l) =IAM for a large M. One separates the factors e [ Ha (L)
and 7S A (L) from each other using Holder’s inequality with parameters p, ¢ satisfying % + é =1y
such that the first term appears in the p-norm with p very close to one. The exponential Tate of\the
second term is shown to vanish in the limit t — oo, followed by M — oo, and then the rate of the first
term is shown to approach the desired one in the limit ¢ — oo, followed by M — ocoland'p L.

The details of such an approach must be carefully carried out on a case-by case basis, depending on
availabilities of good upper bounds for H®M and additional techniques for controlling the rate of the
corresponding term. E.g. in [HofKénMor06], some additional elegant inequalities could be employed
to arrive in a setting, where H®EM could be replaced by a negative power of*M times a'monomial with
a small power, and then combinatorial techniques were used to bound the exponential rate in terms of
bounds for high polynmomial moments.

@5.5 Smoothing

Difficulty (3) for the expression in (5.1) is often taken care of by some smoothing procedure, i.e., by a
replacement of the rescaled local times with the convolution with a smooth approximation of the Dirac
measure. This procedure is isolated in technical lemmas.in anumber of papers, also for the Brownian
case.

As an example, let us formulate a version for Brownian motion. TLet 1: R? — [0,00) be a
rotationally invariant, nonnegative, smooth, function with support in @)1 and integral equal to one. For
§ > 0, let 1hs(x) = 6~%p(x/§). We denote by * the convolution, that is, u*v(z) = [psu(z —y)v(y) dy
for integrable functions u,v: R — R. The main idea is that, for any integrable u, the function u * 1);
is smooth and approaches u in the limit § | 0 in LP-sense for any p > 1 (see [LLO1|, e.g.). Here
is a version of this fact that works'in the sense of large deviations, see [AssCas03, Lemma 3.1]. By
e = %fg 6z, ds we denote the norfialised occupation measure for a Brownian motion (Zs),c(o,00) in
R?, starting from 0 under Pg.

lem-SmoothBM [Lemma 5.6 (Smoothing the occupation measure of Brownian motion). For any e > 0,

1
lim lm _~log sup Po (|(pe, u — uxahs)| > ) = —o0. (5.8)

5J0—0 t w: RA—[—1,1] measurable

That is, the probability for the replacement error of the potential u (which is taken to be a cut-off
version of the, random potential) by a smoothed version wu * 1hs begin larger than a small amount is
shown to be enormously small on the exponential scale in ¢ — oo, if § is taken small afterwards.
Note that theyapplication of Lemma 5.6 assumes a bounded potential, which might require a cutting
pre-step; see Section 5.4.

For handling Difficulty (3) for the expression in (5.1), i.e., for the rescaled local times L; of a
random walk as defined in (4.26), one needs a version of Lemma 5.6 for this setting. This is provided
in |[GanKo6nShi07, Lemma 3.5].

lem-SmoothRW [Lemma 5.7 (Smoothing the rescaled local times of the random walk). For any € > 0,
2
lim lim 2L log sup Po(|(L¢,u — u* ¢s)| > &) = —o0. (5.9)

610 t—oo ¢t u: R4—[—1,1] measurable
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5.6 Method of Enlargement of Obstacles

In the spatially continuous case (i.e., on R? instead of Z%), there is an additional problem to the control
of the expression in (5.2): the infinite combinatorial complexity of the space. In the 1990s, Sznitman
contributed a lot to the understanding and the proof techniques for Brownian motion among Poisson
traps, see his monograph [Szn98|]. In particular, he developed proof methods that follow the physical
picture, i.e., the interpretation in terms of spectral properties of the random Schrédinger operator. For
this, he had to overcome also the problem of making the principal eigenvalue, seen as a function of
the random Poisson field, amenable to a large-deviation analysis. For this, he developed a-method, a
coarse-graining scheme, that yields an upper bound by increasing and discretising the random potential
in a careful way. This method was called the method of enlargement of obstacles, sinte the ‘ebstacles
(the regions in the neighbourhood of the Poisson points) are enlarged by this procedure, giving an
upper bound, which is the crucial point. The method is natural, but also involved andlintroduces
three length scales.

Since the method is explained at length in Sznitman’s monograph [Szn98| and is briefly surveyed
in [Kom98|, and since we decided to concentrate on the spatially discrete case\in these notes, we abstain
from trying to explain the method here. A spatially discrete variant of thig method was carried out in
[Ant94] and [Ant95], but has not been deeper exploited since then.

5.7 Joint density of local times

A quite sophisticated technique for overcoming the lack of boundedrness and continuity for the expres-
sion in (5.1) was derived in [BryHofKén07| and makes it(possible to derive the LDPs of Lemmas 5.1
and 5.2 (with a slight restriction of the validity with respect to the choices of ;) even in the strong
topology, i.e., in the topology that is induced by test integrals against bounded measurable functiouns.
This method is based on an explicit upper bound for the joint density of the family of local times for
random walks on a finite state space. It was applied in [HofKénMor06, Section 5| to expressions like
n (5.1). A drawback of this strategy is an errorserm that makes it fail in too large boxes. The precise
formulation of the crucial assertion is as follows (see [BryHofKén07, Th. 3.6]).

Lemma 5.8. Let B C 79 be finite and-Ap)the generator of a continuous-time Markov chain (Xt)te[0,00)

on B with local times ly(z) = fot Iex, =3y Then, for any measurable function F': My(B) — R and for
any t >0,

E(exp {tP(2e) }) <exo{t sup [P~ || (~ap)"” vial] feu), (5.10)[BKinUse]

HEM1(B)
where the error term s, given by Cy(B) = exp {|B|log (2d\/§ﬂ}\B|e‘BV4t.

The great value of Lemma 5.8 is that the function F' is neither assumed to be continuous nor
bounded, and the’error term is explicit. The main term on the right-hand side is precisely the varia-
tional formula that the large-deviation principle for %Zt (see Section 5.1), in combination with Varad-
han’s lemma, suggests. After applying some pre-compactification (e.g. by periodisation), the estimate
in(5.10).can immediately be applied to the expression in (5.1) (note that Lemma 5.8 also applies to
the periodised simple random walk on a centred box B). However, we also note that the function
F that needs to be picked for the rescaled version of L; in (5.1) depends on t in a very non-trivial
way, and the appropriate box B as well. As a result, the variational formula on the right-hand side of
(5.10) needs to be studied further, and techniques from the theories of Gamma-convergence and finite
elements need to be adapted in order to derive a precise asymptotic. In a similar situation (intersection
local times, i.e., F' being a p-norm), this was carried through in [BecKon12].

Lemma 5.8 stands in the tradition of the search for more explicit, deeper and more direct evidence
for an interpretation of the family of local times of a continous-time random walk as a Gaussian process
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with covariance structure given in terms of the generator of the walk, see the literature remarks in
[BryHofKo6n07].

5.8 Dynkin’s isomorphism

Another fruitful attempt in the search for Gaussian descriptions of the family of local times of random
walks is called the Dynkin isomorphism theorem |Dyn88|, which says that the joint law of the local times
of a symmetric recurrent Markov process stopped at an independent exponential time is related to the
law of the square of a Gaussian process whose covariance function is the Green kernel of the stopped
Markov process. In a version derived by Eisenbaum it proved extremely useful in the mathematical
treatment of upper tails (equivalently, to the high exponential moments) of the self/interseetion local
times of the walk, which corresponds to the choice ﬁ(l) = [P for some p > 1in (5.1) and taking the p-th
root of the functional [ L(z)? dz. The Dynkin isomorphism has not yet been applied t¢ the PAM,
but is very likely to give also here very good results. Its application to self-imtersection local times
was initiated in |[Casl0] and was brought to full bloom in [CasLauMél13|. We.cite hére the version by
Eisenbaum [Eis95].

Lemma 5.9 (Dynkin’s isomorphism). Let X = (Xs)sej0,00) be a randomwalk on a finite set B with
local times {;, and let T be an exponentially distributed random variable, independent of the walk. By
G = Gy p we denote the Green’s function of the walk stopped ‘at time 7. Let (Z;)zcp be a centred
Gaussian process with covariance matriz G, independent of Tvand of the walk. For s € R\ {0},
consider the process Sy = l:(x) + $(Zy + 5)? with x € B. “Then, for any measurable and bounded
function F: RE = R,

E[F((S)een)| = E[F((3(Za+9)),e5) (1+ %)} .

Hence, essentially the family of local times, taken at an independent exponential time, are in
distribution equal to % times the square of a Gaussian family with covariance matrix given by the
Green’s function of the stopped walk. However, there are a number of changes, due to the addition
of parameter s and the density 1 +4.Zg/s. The great value of Lemma 5.9 is that Gaussian processes
area lot better behaved as local( timesvand offer a lot of more techniques for their study, like concen-
tration inequalities and explicit calculations. See [CasLauMeéll3| for these techniques at work and the
monograph [MarRos06] for" much more on relations between local times and Gaussian processes.

_cretisation |p-9 Discretisation of Rayleigh-Ritz formula

Part of Difficulty (3) comes from the fact that the eigenvalue \(B, V) is a supremum over a quite large
set of functious. Indeed, in the Brownian case, the Rayleigh-Ritz principle says that

AB, Vi="=nt{y(¢): ¢ € Hy(B),||glla =1},  where Ev(¢) = [|Vg[5 — (V;¢*),  (5.11)[RRformulacor

for Holder-continuous potentials in a bounded set B € R? with regular boundary. One natural approach
to detive upper bounds for A\(B, V) is to approximate the infimum over this large set by the infimum
over a‘much smaller, actually finite set of functions that lie so dense that the replacement error is
small. One example in the literature where this has been carried out are [MerWiit0la, MerWut02],
from which we cite now.

[lem-DiscRR [Lemma 5.10 (Discretisation of the Rayleigh-Ritz formula). For any n > 0, there are M > 0 and
R > 1 and a finite set r C {¢ € CY(Qry1): ||¢|l2 = 1} such that, for any R > R, and for any Holder
continuous potential V: Qr — R,

MOr.V) < — min min& - 5.12
(Qr,V) < ,Bin min vam (0 —y)) + 1, (5.12)
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where R
YrRr = {yé ﬁzdi y+QrC QR#Q}-

WAS HABEN WIR DAVON?

6. ALMOST SURE LOGARITHMIC ASYMPTOTICS FOR THE TOTAL MASS
sec-AsAsy

In this section, we explain the basic picture that underlies the almost sure asymptotics of the total
mass U(t). Like for the moments, we will only argue for a lower bound, as this gives a good insight iw
the behaviour of the PAM, while many proofs of the corresponding upper bounds do notx

sydiscrete [6-1 The general discrete-space case

Recall from (4.3) and (4.6) that U(t) ~ eMBYO) an approximation that is precise enough for our
heuristics. Hence, it suffices to study the asymptotics of the principal eigenvalue A(B™,¢) for some
centred ‘macrobox’ B that is chosen so large that the mass flow from the origin does not reach
the outside of that box by time ¢ with high probability. We want to consider the case of a potential
distribution with all positive exponential moments finite, in which case the diameter of B® is of order ¢
with logarithmic corrections. We suppose that the potential distribution satisfies Assumption (J) (see
(4.13)) and, equivalently, Assumption (H) (see (4.25)), as in Section 4:2. For definiteness, we again
assume that a(t) — oo as t — oo, but the same heuristics appliestin all other cases.

The idea is to estimate A(B®, ) > (B, £) for some carefullysehosen ‘microbox’ B in B® (in other
words, we estimate £ > —oo outside B and use that ‘the eigenvalue is monotonous in the potential).
That is, we search for some local area in which the potential is extremely high and has a particularly
good shape. Our ansatz is that B=1z+ Bprafor somé 2z € B and for some scale function oy — 0o
and some radius R (taken large afterwards)y andsthat £ is extremely high and attains some rescaled
shape inside B. Therefore, we consider the shifted and rescaled potential

§0)=ai[¢(z+-a) —h|.  mQr=(-RR), (6.1)shiftresc]

introducing the new scale h; for the absolute height of the potential in B. Note that, for any continuous
shape function ¢: Qr — R,

&LGre Qg = f(z+')Nht+§gw(E) in B—z. (6.2)
For a given z, we want te usérthe large-deviation principle in (4.14) to derive the probability for the
event in (6.2). Indeed, if-we could write, for some new scale function 5(t) — oo,

= H(B(t)/a(B())")
ar = a(B(t and hy = , 6.3)| picktildealph
= olBt) *= TBD/aB0)’ 63 ’
then & (With z)= 0) is identical to Eﬁ(t) defined in (4.9). Hence, an application of (4.14) with 3(t)
instead of ¢ gives that

. N B(t)
Prob(§~ ¢ inQr) ~exp{ - = 5(t))213<w>}, (6.4)
where we recall the rate function Ir(p) = fQR J(p(y)) dy from (4.15). Hence, the probability that &
realizes the event in (6.2) in one of the microboxes decays exponentially on the scale B(t)/a(B(t))?.
Pretending that the radius «(5(t)) of such a microbox is quite small in comparison to ¢, their number
is roughly equal to ¢, i.e., has exponential rate equal to dlogt. In order that we can expect at least one
microbox in which the event in (6.2) is realised, we have to choose 3(t) according to the requirement

a(é((?))Q =dlogt, (6-5)
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that is, ¢t — B(t) is the inverse of the map ¢ — t/a(t)?, evaluated at dlogt. Furthermore, we have to
restrict to potential shapes ¢ that satisfy Ir(p) < d. Hence, with the choice of §(¢) in (6.5) and the
choice of a; and h; in (6.3), we can show (using a Borel-Cantelli argument, which involves some few
technicalities) that, with probability one, if ¢ is large enough, at least one z € B exists such that
Et ~ ¢ in Qr. Hence, we obtain the lower bound

1 ~ 1
n logU(t) ~ \(BW, &) > )\(B, he + %?w(Z)) ~ hy + ?)\(O(QR, ©), (6.6)| lambdascal
t

where we recall that A\)(@Q, ¢) is the principal Dirichlet eigenvalue of the operator A + ¢in Q. Now
we can summarise:

Theorem 6.1 (Almost sure asymptotics of the total mass). Assume that the i.i.d. potential & satisfies
Assumption (J) or, equivalently, Assumption (H). Then the following holds almost surely.

(1) If a(t) — oo as t — oo (equivalently, if oy — 00), then

1 (6] == H(ﬁ(t)/a(ﬂ(t))d) - 1 % o 0 owerooun
, logU(t) = Bt)/a(3(t)) a(ﬂ(t))Q(X + o(1)), t — oo, (6.7)| As1 bound
where $(t) is given in (6.5), and

= inf BN (6.8)[chitilde]

1n
PEC(R): fpa J(p(y)) dy<1

(ii) if a(t) = 1 as t = oo (equivalently, if &y — 1), then ﬁ(y) = pylogy for some p € (0,00) and

1 H
n logU(t) = # — Xp+o(1), (6.9)| ASlowerbound

% = It - A2, 0)] (6.10) chivi1aeDE]

p: ZIoR: LY g ev(2)/r<d

where

(iii) if a(t) — 0 as t — oo (equivalently, if-a’ — 0), then (6.9) holds with p = oo, and Xoeo = 2d.
MUSS MAN PRUEFEN

Like for the moments in Theorem 4.7, there are two terms, which describe the absolute height of
the potential in the ‘macrobox’B®, and the shape of the potential in the relevant ‘microbox’ B, more
precisely; the spectral properties of AT + £ in that microbox.

The above heuristics ‘teveal that the intermittent islands that we talked heuristically about in
Remark 1.6 (E is oné of them) have a radius of order a, and the precise value of the radius and the
shape of the potential £.in the island are determined by the characteristic variational formula in (6.8).
Note that ay islogarithmic'in ¢ and hence much smaller than «(t), the spatial scale for the moments.
A crucial feature is that the intermittent islands come out of a local optimisation procedure; they are
actually .the placés with the highest potential values and a bit regularity. Therefore we will have a
much closer look at all these islands in Section 7 in the light of spatial extreme-value statistical theory.

Remark 6.2 (Maximum of the potential.) A slightly different route instead of picking h; de-
texministically as in (6.3) is to pick it randomly as the potential maximum max,cge) §(2). Under
Assumption (J), it is not too difficult to identify the asymptotics as

o d
Zrélg()g) &(z) = Héf}f)t;é(éﬁ(g))g ) + o(a(B(t))72), t — oo, almost surely. (6.11)[htident]
MUSS MAN PRUEFEN &

Remark 6.3. (Technical remark on the lower bound.) Actually, it is a bit nasty to use the
idea of (2.26) for the box B™ to justify that %log U(t) is lower bounded by the principal eigenvalue
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of AY+ ¢ in B® and to proceed with a further restriction to the microbox B. Instead, starting from
the Feynman-Kac formula in (2.1), one often uses a lower estimate by inserting the indicator on the
event that the random path moves quickly to the box B (this is done at a negligible cost) and stays
afterwards all the time until ¢ in that box. The cost for doing the latter is exp{—ta(t)2A(Qg, )}
to high precision, which is seen from an application of (2.26) for B = B. &

werBoundFK

Remark 6.4. (The upper bound in (6.7).) Like for the moment asymptotics, the proofef the
upper bound in Theorem 6.1 is technically more involved and more abstract, since one has to-take care
of all the paths in the Feynman-Kac formula respectively all the subboxes of B® or sizes of all oxders,
not only some optimal ones. Some of the methods outlined in Section 5 are helpful also for the proof
of the upper bound in (6.7).

Indeed, Lemma 5.4 on the spectral domain decomposition works directly on the principal eigen-
values and is precisely what one needs and gives the desired upper bound for the macrobox eigenvalue
in terms of the maximum of the microbox eigenvalues. A Borel-Cantelli argument derives the asymp-
totics of this maximum, based on the upper tails of one eigenvalue, whichione has gained from the
asymptotics of the exponential moments of the eigenvalue in the courge ef the proof of the moment
asymptotics in Theorem 4.7. See [BisKoén01, GarKénMol00, HofKénMorQ6.

Certainly, also variants of Sznitman’s method of enlargement\of obstacles [Szn98| (see [Ant94|)
are suitable to yield a proof in the cases of Brownian motion among Poisson obstacles and survival
problems for the simple random walk, respectively.

Furthermore, also the discretisation technique forthe’Rayleigh-Ritz principle of Lemma 5.10 can
successfully employed for deriving the corresponding upper bound, which has been demonstrated in
the spatially continuous case (actually, being.reduces to the discrete case in the course of the proof)
for a rescaled potential in [MerWiit0la, MerWiit(2], see also Section 8.4.2.

In principle, also Lemma 5.8 on the joint density of the local times of the random walk appears
rather suitable for deriving proofs for almost sure upper bounds for Uz (t), but has not yet been
used for that, to the best of my knowledge. An application of this lemma shifts the difficulties to the
analysis of the variational formula on the right-hand side of (5.10), and this is not much different from
the Rayleigh-Rity formula from.the principal eigenvalue of A + ¢ in B®; therefore the benefit from
Lemma 5.8 appears rather limited. Similar remarks apply to Dynkin’s isomorphism, Lemma 5.9

Note however that theperiodisation method of Lemma 5.3 is not suitable, since it works only for
moments. <

Supperbound

Remark 6.5. (Relation between the variational formulas x and Y.) The variational formulas in
(6.8) and (4.23)%are in close connection to each other. In particular, it can be shown on a case-by-case
basis that.the minimizers of (6.8) are rescaled versions of the minimizers of (4.23) in the cases (B) and
(AB), and they are even identical in the cases (SP) and (DE). This means that, up to rescaling, the
optimal potential shapes in the annealed and in the quenched setting are identical. <&

hirelation

Remark 6.6. (Screening in one dimension.) In Remark 6.3, we say that a lower bound is obtained
by requiring in the Feynman-Kac formula that the particle runs at high speed to the microbox E, and
that the cost of this is negligible. In dimensions d > 2, the negligibility is indeed always true as
long as the potential is either > —oo everywhere or stays > —oo with sufficiently large probability,
more precisely with a probability larger than the critical site-percolation threshold (see [Gri99] for a
comprehensive treatment of percolation). In this case, it is no problem to find that there exists, with
probability one, for any sufficiently large ¢, a path from the origin to that microbox along which the
particle does not lose much mass and does not walk too long a way (here one has to make sure that the
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so-called chemical distance is not too long in comparison with the Euclidean distance). See [BisKon01|
for details in the case of a bounded potential.

However, in dimension d = 1, these arguments do not work anymore, as there is alway only
precisely one way from the origin to that microbox, and it may happen that the potential assumes to
small (i.e., close to —oo) values that the particle loses so much mass on the way that the contribution
from this sprint is indeed not negligible. This effect is called screening effect in [BisKon0la|, as-the
deep valleys screen the mass away from the high peaks. This effect appears as soon as the essential
infimum of the potential is equal to —oo and its lower tails are too thick. See [BisKénOla| fer a precise
statement. <&

em-Screening

Remark 6.7. (Almost sure potential confinement.) Like for the moments, the above heuris-
tics suggests that the shape of the potential £ in the peaks, after appropriate shifting and rescaling,
resembles the minimising shapes ¢* in the variational formula for x in (6.8) {for a(t) — o) or in
(6.10) (if a(t) — 1), almost surely for large ¢. Furthermore, one can also conjecture that the solution
u(t,-) resembles the corresponding eigenfunction of the operator A + G (if o =\ 1), respectively of
A+ ¢ if a(t) — oco. This was indeed proved for the case (DE), the double-exponential distribution, in
|GarKonMol07], see also Section 7.1. <&

lconfinement

1sasyBMPoiss [6-2 The spatially continuous case
PoissUbstas

6.2.1. Brownian motion among Poisson obstacles. Let,us explain the heuristics once more in the sim-
pler (and historically important) situation of a Brownian motion among Poisson obstacles, see Re-
mark 2.9 and Section 4.5.1. For a proof/and more details, we refer to [Szn98, Th. 4.5.1]. As in
Section 4.5, we consider the potential — >, W (- z;) with a standard Poisson point process (x;)ien
with parameter v and a nontrivial nonnegative measurable compactly supported cloud W. In oder to
ease the notation, we slightly simplify the assertion.

We proceed as in Section 4.5 anidry: t6 get an optimal lower bound. For any (random) set A C R?
that is free of obstacles (which roughly-means that w(A) = 0), we get a lower bound for the Feynman-
Kac formula in (4.46) by inserting the indicator on the event that the Brownian motion travels to
A within some small time interval of length o(t) and then stays in A the remaining time of length
t(1 —o(1)). Now the lotation of A must be chosen so well that A is not too far away from the origin
(such that it is not too costly to travel there in short time) and that the motion does not lose too much
mass on the way bystraveling through the random potential. The first one is handled by searching
for A only in @ certain t-depending centred box B® (it suffices to take its radius as T times some
carefully chosen poer of logt), and the second can be proved by some percolation argument. Hence,
the contribution’of the short travel to A is negligible on the first-order scale. This means that the
contribution comes only from the long stay in A, and hence we obtain the lower bound

U(t) > e—f()\l(A)'i'O(l))7 t — oo,

provided there is such set A. More precisely, for this argument it must be guaranteed that, with
probability one, for any sufficiently large ¢, there is an obstacle-free set A in B®. Here a Borel-Cantelli
argument is necessary, and this works if the probability for given set A to be obstacle-free (this is
e~VI41) is roughly equal to 1/|B®| ~ t~¢. The reason is that one has approximately t? places where to
put A, i.e., independent trials, and therefore the probability that one of them is obstacle-free, is of finite
order. (Since we are only working on an exponential scale, there is quite some room for imprecisions.)
Hence, the largest volume of A for which this Borel-Cantelli argument works is |A| = glog t. Again,

the optimal shape of A with given volume is a ball, whose radius therefore is equal to ¥ = (ﬁ logt)/.
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Hence,

1
—logU(t) > —(14+0(1)) sup  Ai(A)
¢ A: A= logt

= —(1 + 0(1)))\1(3;) = —(1 + 0(1))F_2A1(Bl)
= —(log)*%(e(d, v) + (1)),
where ¢(d,v) = A\ (By)(wgv/d)*/?.

-Gaussianas

6.2.2. Gaussian potential. The almost sure asymptotics of the total mass for a Hoélder'\continuous
Gaussian potential V = (V(z)),crae are identified in [GarKonMol00| as follows. The assumptions are
as in [GarKon00], se Section 4.5.2. The covariance function B of the centred statiénary Gaussian
potential V is twice continuously differentiable, hence V' can be assumed Hélder continuous’with any
parameter € (0,1). Let L(h) = sup,~q(ht — H(t)) denote the Legendre transform of the logarithm of
the moment generating function H(t) = log(e!V () = 11202 with o® = B(0), and define (h)io as
solution to the equation L(h;) = dlogt. Then the main result of [GarKonMol00] 18

1
: logU(t) = hy — (x + o(1))\/ hy, t — oo, almost surely, (6.12)

where again x = (202)7'/2tr(X), and ¥? is the Hessian matrix 6f B at zero. Note the formal sim-
ilarity to the moment asymptotics in (4.53). It is not difficult to prove that h; = (2do?logt)'/? ~
max,e[_y ¢ V(2); it formally coincides with h in the heuristics in’Section 6.1. Again, the first term
in the asymptotics was earlier derived in [CarMol95}4, The,second term reflects the heuristics that the
main contribution to U(t) comes from a microbox in [«t,#¢ with radius of order h, Y 4, where the
potential V' approaches the non-random parabolic shape h;p, where p(x) = 1 — ﬁ|2m|2, centred at
the random localisation centre. The principal eigenvalue of A+ hp is easily calculated to be hy — xv/hy,
which is the right-hand side in (6.12).

Interestingly, the peaks in the Gaussian potential have a parabolic shape, the description of which
depends only on B(0) and B”(0), butnot on B®(0). Indeed, one easily calculates that, for any site
7o € RY, the variables V(z¢), V' (zg). and v = V" (2¢) — B"(0)V (x0)/0? are independent Gaussians. In
particular, V(zq) and V" (xg) are-highly correlated, and large values of V(zq) enforce large values of
—V"(xp). More precisely, given that<V has a large local maximum V' (zg) ~ h; at zg, then V'(z9) =0
and |v| = |V"(z0) — B"(0)V (z0)/e?| < ht and therefore, in a neighbourhood of z,

1 (B” (0)

V(z) = V(zo) + %V"(ﬂfo)(w —z0) ~ hy + sz Vo) + U) (z — x0)* = h — tp(z — m).

A Gaussian*potential with much less regularity was considered in [Chel2b].
MEHR-DARUEBER!

7. MASS CONCENTRATION

One, of the fundamental questions about the PAM is the analysis of the important phenomenon of
intermittency in the strongest possible sense, i.e., the phenomenon that the mass of the heat flow
through the random potential is concentrated in a few small islands, which are time-dependent and
randomly located. We discussed intermittency already on various levels of deepness and from different
angels, see Remarks 1.6 and2.3.3, e.g. A rough understanding of this effect is already seen in the proof
of the lower bound for the almost sure behaviour of the total mass (see Section 6), where we showed
that certain islands give already a contribution that is asymptotically equal to the total mass, at least
on the exponential scale that we looked at. Now, we want to go much deeper and show that the
contribution from the complement of these islands is negligible.
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This question is interesting in both the annealed and the quenched setting. Here, we concentrate
on the quenched setting, where one has to consider all the islands in the entire space, in contrast to
the annealed setting (see Remark 3.2), where we saw in Section 4 that only one island is relevant. In
this setting, the concentration property was already discussed in Remarks 4.5 and 4.8.

The goal in this section is to explain how to find relatively small and few random subsets
Ay, ..., Ay, of Z¢ such that, almost surely,

n
U(t) ~ Z Z u(t, z), t — o0, (7.1)| concentratic

i=1 z€A;
in the sense of asymptotic equivalence. This is a strong assertion about mass concentration for the
PAM. Certainly, the sets A; should be equal to the sets on which the leading eigenfunctions of the
Anderson operator H are concentrated, see Remark 2.3.3, and their distance to the origin’should also
play an important role.

Results of the type in (7.1) were derived in the literature in the cases of Brownian motion among
Poisson obstacles [Szn98| (see Remark 7.2), for the double-exponential distribution [GarKénMol07],
and for the Pareto distribution [KénLacMorSid09]. For the latter, concentration can be proved in an
extremely strong sense: it turns out that n; can be picked as nyg*= 2) _and the sets A; and Ay are
singletons. We will explain the case of the double-exponential ‘digtribution in Section 7.1 in greater
detail and the case of the Pareto distribution in Section 7.2;(for,thé case of Brownian motion among
Poisson obstacles, we give a short explanation in Remark 7.2 and refer to [Szn98] for details.

It is conjectured that concentration holds even'in the sense that just one island carries the total
mass in the strong sense that the contribution from everywhere else is negligible with respect to the
contribution coming from that single island., This concentration property cannot hold almost surely
at every large (random) time ¢, since the igslands change from time to time, but at each fixed large ¢,
the concentration in just one island should hold with high probability. This was proved for the Pareto
distribution in [KénLacMo6rSid09] and for the double-exponential distribution in [BisKénSan15+|. In
Section 7.3 we will explain this and elements of the proof for the double-exponential distribution.

Note that such a strong concentration property makes it possible to describe the mass flow through
the medium just in terms of the location of the single relevant island, and this opens the possibility to
describe this mass flow as an'process evolving in time just in terms of the stochastic R%valued process
that describes this location. Herce, one can then study dynamic properties like ageing. This will be
discussed in Section 82

sec-GeoInter |1-1 Geometric (characterisation of intermittency

In this section we give a more precise formulation of (7.1) for the case of the double-exponential
distribution introduced in Remark 4.11. In particular, we will describe the sets A; and the typical shape
of the potential £ and of the solution (¢, -) inside these sets, almost surely. We follow [GarKénMol07],
but slightly simplify some facts.

For simplification, we also assume that the parameter ¢ appearing in (4.38) is so large that, up
to spatial shifts, the variational problem in (4.39) possesses a unique maximizer, which has a unique
maximum [GarHol99]. By V. we denote the unique maximizer of (4.39) which attains its unique
maximum at the origin. We will call V, optimal potential shape. Some crucial properties of the formula
(4.39) are as follows. The operator A + V, has a unique nonnegative eigenfunction w, € ¢?(Z%) with
w4(0) = 1 corresponding to the eigenvalue A(V;). Moreover, w, € £*(Z?) is positive everywhere on Z<.

One crucial object is the maximum h; = max, g &(2) of the potential in the macrobox B". We
shall see that the main contribution to the total mass U(t) comes from a neighbourhood of the set of
best local coincidences of & — hy with spatial shifts of V. These neighbourhoods are widely separated
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from each other and hence not numerous. We may restrict ourselves further to those neighbourhoods
in which, in addition, u(t,-), properly normalized, is close to wi.

Denote by Br(y) = y + Bg the closed box of radius R centered at y € Z? and write Br(A) =
Uyea Br(y) for the R-box neighbourhood of a set A C Z%. In particular, By(A) = A.

For any € > 0, let r(e, 0) denote the smallest r € Ny such that

hoal3 Y wile) <e. (7.2)[xchpice]

CCEZd\BT
Given f: Z* — R and R > 0, let ||f|[r = sup,cp,, |f(z)|. The main result of [GirKonMel07]Ns the
following.
Theorem 7.1. There exists a random time-dependent subset I'* = P;:klog% of B, log? t such that, almost
surely,
1
. e b -1 )
(i) liminf - B > ulte)>1-g € (0,1); (7.3)
xEBT(E’m(F*)
(i) I <M and , gexﬁl*i_nyﬁ\y — ] > ¢t as. " oo; (7.4)
() Jim max|[¢(y +) — he = Vil )llz =0, ARX0; (7.5)
t .
(iv) lim max ulty+) _ w*()H =0, R>0. (7.6)
t—ooyel* Il u(t,y) R

Theorem 7.1 states that, up to an arbitrarily small relative error ¢, the islands with centers in
I'* and radius 7 (e, o) carry the whole mass of the solution u(¢,-). (In other words, in terms of (7.1),
ny = |T*| = t°V and the A; are the R-neighbourhoods of the sites in I'*.) Locally, in an arbitrarily
fixed R-neighbourhood of each of these centers,the'shapes of the potential and the normalized solution
resemble h; + Vi and wy, respectively. The nuniber of these islands increases at most as an arbitrarily
small power of ¢ and their distance increases almost like ¢.

The main strategy of [GarKonMol0T] is not based on the eigenvalue expansion in Remark 2.3.1,
since it is difficult to handle the possible negativity of the eigenfunctions at zero. Instead, a strategy
is developed that works exclusively with principal eigenfunctions of A + ¢ in local neighbourhoods of
high exceedances of the pofential, after destroying the quality of the eigenvalues in all the other is-
lands. One crucial point/s the proof of the exponential localisation of the corresponding eigenfunctions
using a decompositiontechnique for the paths in the Feynman-Kac representation for these principal
eigenfunctions (calledvprobabilistic cluster erxpansion in [GarKénMol07]). There is no control on the
differences between,any two of the top eigenvalues, but it is shown that the concentration centres of
these eigenfunctions have mutual distance t'=°(1) from each other. This in turn implies that there are
not morethan't°® of them, and therefore there must be, somewhere close to the top of the spec-
trum, some gap of minimal size t=°(), This gap played a crucial réle in the proof of the exponential
localisation.

Remark 7.2. (Brownian path concentration among Poisson obstacles.) In the case of Brow-
nian motion among Poisson obstacles (see Remark 2.4) an assertion was proved that is closely related
to Theorem 7.1. In fact, this assertion is formulated in terms of the behaviour of the motion among
the obstacles rather than in terms of mass concentration of its occupation probabilities. The main
result here can be roughly formulated as follows. Almost surely, as ¢t — oo, there are n, = t°) balls
Ay, ..., Ay, C R? of radius const a(t) with mutual distance t'~°() such that the Brownian motion of
the Feynman-Kac formula does the following with probability tending to one under the transformed
path measure Q¢ defined in (2.13). The motion arrives, after some deterministic diverging time < ¢,
at one of these balls and does not leave it anymore up to time t.
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These balls are characterised in terms of the property that they optimise, within the macrobox
By g2t the sum of the principal eigenvalue of A+V in that region and a certain quantity that measures
the exponential cost for a Brownian motion to travel to that region through the random potential. The
latter can be formally written as a Lyapounov exponent, but there exists no explicit formula for it; its
existence is based on subadditivity. <&

Rem-pathconc

Both results in |GarKonMol07| and [Szn98| do not provide much control on the location, of the
concentration centres of the leading eigenfunctions, i.e., of the sets A; in (7.1), nor on the minimal
number n; of the relevant islands that are needed to prove (7.1). One of the reasons\is that beth
work in the almost-sure setting, and then it is difficult to find a criterion of the “quality™of a local
region that is fine enough that the difference between the best and the next-to-best island is,so visible
that one can show that the contribution from the latter is negligible with respect to the |¢ontribution
from the best. One way to overcome this problem is to turn to heavy-tailed distributions, where the
difference between the two largest potential values is huge (see Section 7.2), or.to work.in the setting of
convergence in probability, where limiting distributions can be identified with the help of extreme-value
analysis (see Section 7.3).

sec-NoExpMom |7-2 Potentials without exponential moments: a ‘two-cities theorem’

In Remark 4.10 we already saw that, for heavy-tailed potentials;the structure of the intermittent islands
is the simplest, as they are just singletons. This concerns the'class(SP) of Section 4.4, which contains
the double-exponential distribution with parameter p. Strietly speaking, (SP) contains only distribu-
tions with finite positive exponential moments, but it can phenomenologically easily be extended to
even heavier-tailed distributions like distributions with Weibull tails, where Prob(£(0) > r) =~ exp{—r"}
with v € (0,1), and the Pareto distributionswhere Prob(£(0) > r) = r~® for r € [1,00) with a param-
eter o > d. All these distributions have the twocharacteristic properties:

e If a sum of many independent random variables with this distribution is conditioned to be
large, then, with very high probability, just one summand of them is large, and all the others
are of finite order only,

e The difference between (the-largest and the next-to largest of a great number of independent
such random variables is huge.

These properties makes them a perfect object to study with respect to concentration properties
of the PAM, since they'suggest that their proof should be particularly easy on the technical side, and
this indeed turns eut to be true. We cannot talk about moment asymptotics of the total mass U ()
anymore, but we, canstill talk about the distribution of the solution u(t,-) and its limiting concen-
tration properties, either in the almost sure sense or in the sense of convergence in distribution. The
distribution with.the strongest pronounciation of the two above properties is the Pareto distribution.
Indeed, for the potential £ Pareto-distributed, a very strong form of the concentration property in (7.1)
can be proved: (7.1) is true with n, = 1 and a singleton A;, if the limit is understood in probability,
and with n; = 2 and two singletons A; and As almost surely. This is the strongest assertion possible
on the long-time behaviour of the PAM, and it opens up the possibility to analyse properties of the
engire heat flow that is described by the process (u(t,-))ic(0,00) just in terms of the concentration site
as a stochastic process in t. In particular, ageing properties can be studied, see Section 8.2 below.

Let us briefly summarize what has been achieved for the PAM with thick-tailed potentials. Since
there is a recent survey |[Mérll| on this special aspect of the PAM, we abstain from an extensive
formulation.

The study of the PAM with thick-tailed potentials was initiated in [HofM&rSid08], where almost
sure and distributional limit theorems for the total mass U(t) are derived for the Weibull and the
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Pareto case. We discuss the Pareto distribution. Here, it is proved that

t Nea 1
<logt> Px SlogU(t) =Y, where P(Y <y) = exp{—0y* "}, (7.7)[ ParetoU(T) |

and 6 is some explicit constant. Note that this is an assertion about distributional convergence.
Furthermore, explicit almost sure liminf and limsup results for the logarithm of %log U(t) are derived.
Note that the limiting distribution in (7.7) is the Fréchet distribution, one of the three famous limiting
distributions for the maximum of i.i.d. random variables. Hence, the assertion of (7.7) is very much in
line with the understanding that all the leading eigenfunctions in the expansion (2.22) arve delta-like
functions with extremly high values, and therefore U(t) is approximately equal to the maximum of
a large number of i.i.d. Pareto-distributed random variables. Since it is known that the difference
between the largest and the second-largest of such random variables is huge, one can hope that this
huge difference can be used to show that the main contribution ot U(t) comes just from one of these
values, i.e., from one site, and this hope is indeed not disappointed.

In the follow-up paper [KonLacMorSid09], techniques from [GarKonMolOT7}swere added to prove
the above scenario. More precisely, it was proved that there is a stochastic\process) (Zt);c(0,00) in 74

such that
U(t) ~u(t,Z;)  ast— oo in probability. (7.8)[Paretoconc |

This is the announced strong form of (7.1). An informal description of thesite Z; is as follows. Consider
the function

W) = €(2) — hiog L
then e/¥*(?) is roughly equal to the contribution to the Feynman-Kac formula in (2.1) coming from
a path that quickly runs to the site z and stays in z for the rest of the time until ¢. (The first
term is the potential value that is attained/for, ~ ¢ time units, and the second is the probability to
go for a distance |z| in &~ o(t) time units.)” Then Z; is defined as the site that maximises ¥;. In
particular, ¥(Z;) = max,cza U(2) =~ %log U (t)._This description lies at the heart of the heuristics in
Remark 2.3.3 and improves the idea outlined in Section 7.1.

2 eZdt >0,

0, (

Remark 7.3. (Almost sure concentration,.) The asymptotics in (7.8) cannot be true almost surely.
In this case, t would be a random time-and would also sooner or later attain a value that lies in a
time interval during which theé dominant potential peak wanders from one location to another one.
Such phases of wandering of the overwhelming mass from one ‘city’ to the next one occur, since the
horizon increases as t increases, and the maximisation of the field takes place over larger and larger
areas. However, in [KonLacMorSid09] it is proved that the main mass is concentrated in no more
than two sites at any-large time ¢, almost surely. This interpretation gave this section and the paper
[KonLacMorSid09|itheir titles. <&

Rem-ASConc

The proof of {7.8) relies on spectral theory and on techniques from the theory of order statistics
for i.i.d. randem variables and implicitly on the theory of Poisson point convergence, which was later
detailed and further exploited in [MoérOrtSid11]. We will explain this mechanism in Section 7.3 in
greater generality and give here only the main results of [M6rOrtSid11] and some comments.

The description of the entire process (Z¢)ic(0,00) is identified as follows. In [MorOrtSid11] it is
proved that there is a (time-inhomogeneous) Markov process (Y, Yt@))te(o,oo) in Z¢ x Z such that, as

T — o0,
((%55) 2, (%57) etan)

Here V;'" and Y,”, after rescaling, are the maximizer and next-to maximiser of ¥;. We also see that

d
— (v y®@ Yo > _
te(0,00) ( et oz—d‘ 0| te(0,00)

(M%T)ﬁZT converges in distribution to Y = Y|"); hence, the relevant area (called ‘relevant macrobox’
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in Section 6) has a diameter of order > (%)ﬁ, which is much larger than in the case of potentials
with finite exponential moments.

Remark 7.4. (Exponential and Weibull distribution.) Another interesting potential distri-
bution that turns out to phenemonologically lie in the class (SP), is the ezponential distribution,
Prob(£(0) > r) = e™" for r € (0,00). This distribution is considered in [LacMoér12|, and it is found
that a concentration property in one single site takes place as well. First, like for the Pareto distribu-
tion in [HofM6rSid08|, some distributional and almost sure liminf and limsup results for } log/li(t) are
given in [LacMorl2|. Furthermore, it is shown that the point process

Utt) Z ults 2)0x with re = log fogt’

2€74
converges towards 8y, where Y is an R?%valued random variable with i.i.d. coordinates with'exponential
distribution with uniform random sign. According to [LacMor12|, the analogous assertion for the
Weibull distribution can be formulated and proved in the same way. The détails are not given there,
but in [SidTwal4]. <&

Rem-ExpWeib

Remark 7.5. (Eigenvalue order statistics.) For heavy-tailed potentials &, which we consider in this
section, the largest eigenvalues in a large box are just equal to theshighest potential values, up a rather
small error, and the corresponding island consists just of the gingle site in which the extreme potential
value is located within a large box with diameter of a certain‘asymptotic size. (Equivalently, this site
maximises in Z? the sum of the potential value ahd a t-dependent term that measures its distance
to the origin, see the proofs in [KoénLacMo6rSid09].) “Henee; the mass concentration in one site can
relatively easily be derived from an assertion about the asymptotic location of all the top eigenvalues
in a large box and the height of the eigenvalues, in the sense of a convergence of the point process in the
‘space-spectrum plane’ for the rescaled eigenvaluesiand locations. This is implicit in [KénLacMo6rSid09),
[M6rOrtSid11] and [LacMér12] and will be detailed in Section 7.3 below. More precise information
about the eigenvalues and the eigenfunctions (i.e., their convergence towards delta-like functions)
is given in [Ast08, Astl2, Astl3|, see-also"|ComGerKlel0| for a Poisson process convergence of the
eigenvalues in the spatially continuous, setting with a Poisson potential. <&

erStatPareto

~c—Onelsland|’-3 Concentration in one island for case (DE)

As we argued in Remark 2.3.3, the main contribution to the total mass U(t) should come from just
one island of eigenfunction concentration that optimises the relation between the high value of the
corresponding eigenvalue and the proximity of the region to the initial site, the origin. For the class
(SP) of thick-tailed potentials, this idea was turned into rigorous proofs, as we explained in Section 7.2.
However,this\is @ quite simple case, as the islands are just singletons, the eigenfunctions are strongly
delta-like, ‘and the differences between the largest and second-largest potential value is huge. The
classes (DE),(AB) and (B) are much more interesting, since the intermittent islands carry some non-
trivialstructure that is asymptotically given by deterministic variational formulas. In this section, we
explain the concentration phenomenon in just one island in the interesting case (DE), and we outline
a proof that is inspired by ideas from the theory of Anderson localisation. We follow |[BisKén13].

The main idea is to achieve some control on the differences between subsequent macro eigenvalues
close to the top of the spectrum of H = A + £ in terms of an order statistics. Furthermore, one must
show that, up to some small error, any macro eigenvalue/eigenfunction pair is equal to a principal
pair in a local microbox with Dirichlet boundary condition. Then the principal micro eigenvalues are
practically independent and should satisfy an order statistics, provided their distribution lies in the
max-domain of attraction of one of the three famous max-distributions. For having this, one needs an
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assertion of the form

1
Prob(\ (Biog1,€) = a) =

Ld

(7.9)’ orderstatcore

e=5(1+o(1))
Ld

as L — oo, for some scale functions ay, and by, where we recall that By, = [~L, L] N Z% and \,(B;€)

the k-th largest eigenvalue of Hp for B C Z%. (For technical reasons, we took the microbox jef size

log L, which should be seen as a large, fixed radius.)

- Prob(A(Biog1.,§) > ar, + sbr) = for any s € R,

For the potential given precisely by (4.38), this implication is shown to be true with the values
_d 1

BT plog L

(The main point in the proof of (7.9) is that the behaviour of the potential distribution in (4.38)
under shifts £ — & + ¢ is rather easily identified explicitly.) This is the core, of ‘a proof not only of
an eigenvalue order statistics in the domain of attraction of the Gumbel distribution, but even of the
convergence of the point process of rescaled eigenvalues, together with the rescaled localisation centres
of the corresponding eigenfunctions, towards an explicit Poisson point proeess: A (slightly imprecise)
formulation is the following. Let vg) denote an ¢%-normalised eigenfunction of H corresponding to
Mi(B, €), such that vy is positive and (v} )ren is an orthonormal hasigvof the sequence space ¢2(B).

ar, = ploglog LY — x + o(1) and

-orderstat [Theorem 7.6 (Eigenvalue order-statistics). For each L > 1 there s a sequence X\™, X5V, ... of ran-
dom sites in Br, and a number ar, = ploglog LY — e o(1) such that, for any Ry — oo,

2
| ;KR v (2)] =l (7.10)
Zi | 2— X |SL,

in probability, for each k € N. Moreover, the law-ef the point process

(7.11)’ eigenvPointPr

Z 6(X15L>/Lv()‘k(BL7§)—aL)/ log L)
keN

converges weakly towards a Poisson point-process on By x R with intensity measure dz @ e™ d\.

In particular, any two neighbouring eigenvalues have distance of order 1/log L to each other, the
rescaled eigenvalue (A (Br,€) ploglog L? 4 x)log L converges weakly towards a standard Gumbel
variable G, and the eigenfunction localisation centres converge towards a standard Poisson process,
after rescaling with the box diameter. Even more, the second rescaled eigenvalue converges towards
the sum of G; with-another independent standard Gumbel variable G2, and so forth for all the other
rescaled eigenvalues. In particular, the gaps between two subsequent eigenvalues are in distribution
equal to 1/log'L timés some explicit random variables. Note that all these convergences are in distri-
bution.

Remark 7.7.(Which max-domain?.) Note from Section 7.2 that, in the case (SP), the local
eigenvalues turmed out to lie in the max-domain of a Fréchet distribution (a one-sided max-domain
that appears if the distribution of maxima is close to the boundary of the support), while for the
case (DE) it is the Gumbel distribution, which arises if the maxima have a certain distance to the
boundary. On base of the work in [BisK6n13|, we conjecture that a similar picture can be proved for
the distributions in the classes (B) and (AB), at least for some prominent representatives. In particular,
we conjecture that in both these cases the eigenvalues lie in the max-domain of a Gumbel distribution.
However, this should hold in the case (B) only for v > 0, where the potential distribution does not feel
the boundary of its support immediately. The case v = 0 should lead to the Weibull distribution.

One important difficulty that one has to overcome for proving (7.9) is that, for bounded potentials,
the increase from {A\y(Biogr,§) > ar} to {A\i(Biogr,§) > a; + sbr} does not predominantly come (like
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for the double-exponential distribution) from making each single potential site greater by the amount
s, but from making the radius of the ball larger in which the potential gives the main contribution.&

em-maxdomain

Remark 7.8. (Some remarks on the proof.) One of the main technical points in the proof of
Theorem 7.6 is the proof of eigenfunction localisation if the eigenvalue is large enough and sufficiently
far from all the other large eigenvalues, i.e., has a sufficiently large spectral gap. Here an argument is
employed that shows that the eigenfunction remains practically unchanged if the potential is\shifted
to —oo outside of a neighbourhood of the local island of sites that give extremely high potential values
and carries some mass > 1/2 of the eigenfunction. For this, one first shows that

0 (k)

— \(B® €)= 2 B®, 12) ei deri
g WIS =) e (7.12) sigenvderi]

Furthermore, it turns out that the process

) ' 2d
(ot (42) i moe e ) e

is a martingale, where (Y},)en is a discrete-time simple random walk. Sinee the quotient in the product
lies in (1,00) and is bounded away from 1 as long as Y runs outside the highest peaks, this property
makes it quite easy to show that the eigenfunction decays exponeutiallysfast away from the area of high
exceedances of . Using this in (7.12), we see that the eigenvalue does not change if the potential is
drastically changed there. This argument in particular proves the phenomenon of Anderson localisation
at the top of Hyw. O

envorderstat

Remark 7.9. (Poisson point process convergence of eigenvalues.) In the community of random
Schrédinger operators, the joint distribution of.the eigenvalues and the concentration centres of the
eigenfunctions is of great interest, as it gives important information about Anderson localisation. An
early example is [Mol81|, where the eigenvalues of the one-dimensional Anderson Hamiltonian on Z
are shown to have a Poisson processsstructure. An important progress was made in [Min96]|, where
this kind of assertion is extended to-the\d-dimensional setting in R?. The main value of [Min96] was
the introduction of a flexible estimate that establishes the existence of a gap between two subsequent
eigenvalues, an estimate that{is now-called the Minams estimate. The first result on the convergence of
point processes of both the eigenvalues and the concentration centres of the eigenfunctions is [KilNak07].
An extension of the results.of [KilNak07| to some discrete systems was given in |?|. The currently
strongest available results are [GerKlolla| and [GerKlol1b|, where |[GerKlolla] works in the bulk of
the spectrum and [GerKlol1b] close to the top.

The latter works assume that the potential distribution has a bounded density and that Anderson
localisation=holds.in the spectral interval considered, and they make a couple of assumptions on the
validity of Wegner and Minami estimates, which are known to hold for large classes of random operators.
They pick a'growing number of eigenvalues in the interval considered and corresponding eigenfunction
centres and show that their point process, after ‘unfolding’, converges towards a standard Poisson
process with intensity measure dax ® dA. More precisely, they do not look at a rescaling (A — ar)br,
for box-depending quantities ay, and by, but on the unfolded eigenvalues

[N(Ax) = N(2o)][ALl,

where N: R — [0, 1] is the integrated density of states (IDS), see Remark 2.3.6, and \g is a certain
value in the spectrum of the global operator H that satisfies some additional properties. Since Ag is
assumed to lie in the interior of the support of the IDS, also [GerKlol11b] makes assertions only for
eigenvalues that are substantially away from the boundary of the spectrum (however, it contains also
a restricted assertion precisely at the boundary for the one-dimensional operator H = A + £).
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All the assertions proved in [GerKlolla] and [GerKlo11b] do not come from any kind of maximi-
sation and therefore have nothing to do with extreme-value analysis, nor there are assertions about
the shape of the potential inside the islands. A comparison to the approach described above is not
immediately clear. <&

-AnderPoiss

Having now control on the top eigenvalues and their eigenfunctions, we can turn to the Cauchy
problem in (1.1) and couple the eigenvalue order statistics with time, see [BisKénSanl5+]. Ifsturns
out that L has to be picked of order t/logtlogloglogt in order to match the scales. Indeed;put

t 1z
Uri(Ar)=—N\—ap)— — —, where r;, = Llog Llogloglog L,
’ Tr br, L
and pick £ € N as the maximiser of k — W (A\¢(Br), Xi) and put Zp; = Xy /L. As wesexplained
above for the Pareto distribution, the two terms of ¥ ; describe the exponential rate for the gain of a
large eigenvalue and the distance to the origin, respectively. Then, with L = L; =t/ legtlogloglogt,

1
tlim 0] E u(t,z) =1 in probability, (7.13)| concentDE |
—00

z: |z2=LZr, «|<R:

for any R; > logt. Furthermore, as L. — oo, the process (ZL,srL)se[o,oo) converges towards the process
of maximisers of the map z — tA — |z| over a Poisson process on Binx/(0,00) with intensity measure
dz®e™ d\. (7.13) specifies the concentration property of (7.1)or the double-exponential distribution.

The proof of (7.13) needs quite some technical work, sinee the gap between the centred box with
radius of order ¢/logtlogloglogt (in which the eigenvalue.order statistics holds and therefore the
control on their gaps and the eigenfunction localisation is perfect) and the outside of the box with
radius of order tlog?t¢ (where rough argumients suffice to show that this region is negligible) must
be closed. Additional work and a slightly different formulation are necessary if the convergence in
probability should be strengthened to almost sureconvergence.

8. FURTHER REFINED QUESTIONS

—-Relations
Let us survey a number of questions around the PAM that go beyond the basic questions that we
have treated so far.

—beyondlog [8-1 Beyond logarithmic asymptotics, and confinement properties.

The moment asymptoticsof the solution of the PAM in Theorem 4.7 describes just the two leading
terms, more précisely, the logarithmic asymptotics. Here we discuss what can be said about the next
terms. This s intimately connected with a closer analysis of the behaviours of those realisations of the
path and“of the potential that give the main contribution to the moments, i.e., with the confinement
properties that we briefly mentioned in Remarks 4.5 and 4.8.

Fitst we recall, on a heuristic level, the well-known (refined) Laplace method in a simple example.
The large-t asymptotics of the integral fol etf(*) dz for some continuous function f: [0,1] — R can be
deseribed just as e!(™aXp.11 /+o() hut one can also give much more precise asymptotics of the integral,
and one can closer describe the set of x that give the biggest contribution to the integral, under more
restrictive assumptions on f concerning its shape close to the maximiser(s). Usually, one assumes
that f possesses precisely one minimiser z* € (0,1), and f is twice continuously differentiable in a
neighbourhood of z*. Then one can use a Taylor expansion to approximate

1 (z —a*)? )

flz) = f@) + (@ = 2") f'(z") + S (@ - z*)? " (" + (1)) ~ 1"[folaf]><f Tz 0 T
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where 02 = —1/f"(x*) € (0,00). Using this for  in a O(1/v/t)-neighbourhood of z* gives the more
precise asymptotics

1 THR/IVE (g2 R |
/ etf (@) Qg ~ ot Mmax[0,1] f/ e 122 dr = ef ™MaX[0,1] f/ 0 252 ay
0 T

SR/VE R vt (8.1)| LapPrincPrec

2
~ et Max[o,1] f1 /27[-70-’
t

where R is a large auxiliary parameter that is sent to oo at the end of the proof. Indeed, the agymptotics
in (8.1) are precise up to equivalence, i.e., up to a factor of 1+0(1). Both asymptotics, the expenential
one and the one more precise one from (8.1), are known as the Laplace principle. Bésides that this
method brings the second term of the asymptotics to the surface, it also strongly specifies the region
that gives the main contribution to the integral of e/, namely an interval of size O(1/4/t) around
the maximiser z*. The decisive inputs in the method are the uniqueness of .the minimizer of the
characteristic variational problem (here z* for max f) and a smooth behaviour of the functional (here
f) in a neighbourhood of the maximiser. There are a number of abstract and high=dimensional versions
of this methods in combination with large-deviation theory; we only want te mention [Bol89].

It is now tempting to try to apply the same idea to the study of the moéments of the total mass of the
PAM, to derive more precise asymptotics and to gain more insight in‘the'critical behaviour of the path
in the Feynman-Kac formula (2.1) or in the behaviour of the potential. More precisely, as we already
mentioned in Remarks 4.5 and 4.8, one conceives the momentsiof U(¢) as an exponential moment
of some functional whose maximiser and behaviour cloge*to the maximiser is smooth, and derives a
high-dimensional variant of the above idea. Since, bysthe Feynmman-Kac formula, the moments of U(t)
can be seen as exponential moments in a two-fold way ‘(for the path and for the potential), there are
also basically two ways to apply this idea. The path-wise version is usually carried out by a Girsanov
transformation, while the potential-wise approach needs less standard means. The first approach is
strongly linked with the variaitonal formula in (4.31), the second with the one in (4.23).

There is an analytic difficulty that has to be handled prior to the application of probabilistic
estimates: One must know that the minimisers of (4.31) are approachable in the topology in which
one wants to prove the law of large numbers for the rescaled local times. In other words, one needs
a statement like ‘if a sequence.of admissible functions is such that its values of the target function
approach the minimum, then (at least along a subsequence) this sequence converges to some shift of
the minimiser (in the topology that one would like to work with probabilistically).” Proving such a
statement is by far net*trivial and must be done on a case-by-case basis.

This programme has/beén carried out for the PAM in the discrete-space setting for range problem
(see Example ,2.4) in)d '="2 [Bol94] and for the double-exponential distribution in any dimension
|GéarHol99|, and in the continuous-space setting for the Brownian motion among Poisson obstacles in
d = 2 [Szn9Thand, at least partly, in d > 3 [Pov99]. The works in [Szn91| and [Pov99] are sometimes
called the“"Brownian confinement property, see Remark 4.8. The main motivation there and in [Bol94]
was to gain ‘a better understanding of the behaviour of those path behaviours that give the main
eontribution to the moments of the PAM, while in [GarHol99] the authors wanted to understand the
firstasymptotic term that depends on the initial condition in (1.1).

Let us here describe this transformation in the discrete-space setting with the potential £ double-
exponentially distributed and follow [GarHol99].

MISSING

8.2 Time-correlations and ageing

The main goal in the study of the PAM is of course the description of the heat flow through the random
potential as a stochastic process in time, i.e., the description of the entire process (u(t,-))ic(0,00) Of
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solutions for one realisation of the potential & This is certainly a formidable task, which can be
thought of on various levels of deepness. Recently, there were some first serious attempts to attack
this problem. These concern (see Section 7.2) the class (SP), where concentration is known to occur in
just one site Z; in the sense of convergence in probability, and in two, if one considers the almost-sure
setting, and the class (DE), see Section 7.3. In a sense, the description of the heat flow is reduced to
the description of just the process Z = (Zt>t6(0,oo) of the sites where the overwhelming mass of the
systems sits. Now one can study ageing properties of the PAM in terms of ageing properties jof this
process of concentration sites.

Generally speaking, ageing is the phenomenon that the most prominent, drastic changes of the
system occur after longer and longer time periods. Hence, the observer is in principle/able tossay how
old the system is if he can measure the time period that passes between two changes. The system
sits for a long time in some well-defined location and leaves it afterwards in order to quickly move to
another one. For the PAM, the most obvious expression of ageing is of course the lacalisation behaviour
of the main part of the total mass of the solution u(t,-), which we roughly explained“in Remark 3.4.
The concentration area is a function of time and makes large macroscopic.jumps in short time since
the search horizon for an optimal region increases with time, and better-and ‘better islands appear at
the horizon, if it widens and widens. Describing this ageing picture and itsunain characteristics, like
the time and length scales, is one of the main tasks in the study of the PAM.

This was carried out in [MoérOrtSid11] in the case of the Rareto’distribution, i.e., in the most
heavy-tailed distribution of the class (SP), see also the survey [Mort1]. Indeed, it is shown there that
Z ages in the sense that, on some time scale s(t), the probability that Z makes a jump between time
t and time t + 6sy, tends, as t — oo, to some quantity that approaches one for x — oo and to zero for
x — —o0. More precisely, it is shown that
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In [Mo6rOrtSid11], ageing of the PAM with Pareto-distributed potentail is also shown in a second
convincing sense as follows.

One of the most popular definitionswof ageing is in terms of correlations. A process Y = (Y3)ic[0,)
is said to satisfy correlation ageing-if,/for some scale functions s1(t) and sa(t), tending to infinity as
t — 00,

o cov (Y1), Y(tE+si() _ [0 ifi=1,
t=eo Var(Y (t))Var(Y(t +s;(t)) |1 ifi=2.

It appears uncleariin which way this definition makes any intuitive sense for Y equal to the process
of total masses, (U (t))te(0,00), ©-8-, even though a proof of correlation ageing seems to be within reach
for a numbler of interesting potentials. However, it does make a lot of sense to study time correlations
of the solutien to the PAM for many choices of two time instants, and this line of research has been
initiated in [G&rSchlla].

_longrange |8:3 Long-range correlated potential

One of the main questions in the study of the PAM is how the spatial correlations that are induced
by the presence of the Laplace operator affect the correlation length of the potential £ and how this
is reflected in the solution w(t,-) of the PAM. Here we want to work with a non-rigorous notion of
correlation length, a spatial scale that roughly indicates the least distance of independent potential
values. A white-noise potential has correlation length zero, and an i.i.d. potential & = (£(2)),cza should
be conceived as a potential with a positive, fixed correlation length. Poisson potentials of the form
erg ¢(- — ) with & a Poisson point process in R? have correlation length equal to the diameter of
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the support of the cloud ¢, but most Gaussian fields on R? have infinitely long correlations, but with
a certain decay.

It turned out that the main terms in the asymptotics of the total mass U(¢), both for the moments
and almost surely, persist without change if the length of the correlation is increased by some controlled
amount. Let us illustrate this with two examples.

Example 8.1. (Correlated shift-invariant potentials on Z9.) In [GiarMol00], the field & =
(&(2)),eze was not assumed independent (but, however, shift-invariant in distribution), but.only the

existence of
1 (e {t .o n2)) })

A, 7 o ()

for any probability measure p on Z¢ with compact support was assumed. A similar approach was
done in the R%setting in [GarKon00]. In both works, the first to terms of the logarithmic asymptotics
of the moments of the total mass were derived in the usual manner in terms of ‘a variational formula
that certainly depends on the above limit, but does not show any new additional-effect; the i.i.d. case
is contained as a special case. <&

Example 8.2. (Correlated shift-invariant potentials on R%.), A-Hslder continuous Gaussian
potential on RY was considered in [GarKon00] and [GarKénMol00J, se€ Sections 4.5.2 and 6.2.2. The
covariance function B: R? — R was assumed to be twice eontinuously differentiable and to take its
maximum at zero with a local parabolic shape. The firstwtwosterms in the almost sure asymptotics
were shown not to depend on the details of B, as long a8 it satisfies

/ g2(x) dx = 0((10g R)_2/3), R — oo,
([-R,R])°

where B can be presented as B(z) = [ga 9(z = y)g(y) dy, and g is the Fourier transform of the square
root of the spectral density of the Gaussian field! The same paper also studied the Poisson potential
of the form >, . (- —z) (with ¢ a nonnegative cloud). The cloud ¢ was assumed nonnegative, and
again it was assumed to be smooth and-to take its maximum at zero with a local parabolic shape. The
first two terms of the asymptotics of the total mass were shown not to depend on the details of ¢, as
long as it decays fast enoughsive.,
-1
([_rg%cd)c o(z) =o((logR)™), R — oo.

This shows that the second-order asymptotics are very stable against long-term correlations in these
two cases. The mainwgoal of these investigations in [GarKénMol00| was the dependence of the second
term of the asymptotics of the parabolic shape of B resp. of ¢. <&

In the following example, however, a very large choice of the correlation length was proved to have
a quite different effect on both terms of the asymptotics.

Example 8.3. (Brownian motion among Poisson obstacles with long range.) In the spatially
contindous case, one considers the potential V(-) = —>_ . W(- — z) with { = (2;);en a standard
Poisson point process with parameter v € (0,00) in R? and W a non-negative potential, i.e., the trap
case. Let us assume that the cloud decays like W(z) ~ |z|™ as |z| — oo, for some a > 0. It was
already shown in [DonVar75| that the first two terms in the asymptotics of the moments of the total
mass are independent (and indeed the same as for ¢ = —1p,, see ...), as long as the decay is strong
enough in the sense that o > d 4 2. In the interesting case d < a < d + 2, the moment asymptotics
are different and are given, for any p € [0, ), as

({U(t)P) = exp { — a1 (pt)® + (a + o(1))(pt) “Fa } t — o0, (8.2)momentasyhes
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where

_ 20 — 2\ 1/2
ay = del“<aa d) and  ap = (HygadF( a-dt )) 7 (8.3)[ ala2def |

o
and wy and oy, respectively, are the volume and the surface of the unit ball in R?, and we have replaced
A by kA with some diffusion constant x € (0,00). The first term in (8.2) was derived in [Pas77]. It
is asymptotically equivalent to (etv(0)> and depends only on the potential; it contains no information
about the Brownian motion. This is a common effect; in the i.i.d. case, we called this term e®). Let
us also mention that the critical case @ = d + 2 was studied by [Oku81].

The second term in (8.2) was studied and interpreted in [Fukll]. The number ag admits a
representation in terms of the variational formula

. ) 43 2 2
o= ot (Vo2 [ laPoa) da)
The main joint strategy of the motion and the potential to contribute optimally to the Feynman-Kac
formula is informally described as follows. Unlike in the standard case o <*d +2; there is no sharp
interface between the area that is free of obstacles and is therefore covered by the Brownian motion
local times. Instead, the obstacle density gets only gradually thinner away from the origin, and the
influence of the long tails of the cloud stretches practically over allthe. space, but gets sufficiently
weak only in a very small neighbourhood of the origin. The potentialvassumes its minimum at the

origin with [V (0)| ~ a; gt_(o‘_d)/o‘ and assumes a parabolic shape V.(z) —V(0) ~ :—%t_(o‘_d+2)/°‘|:z:]2 for
|z| = o(t'/®). The Brownian motion does not leave the centred ball with radius o(t'/). This directly
explains both terms of the asymptotics in (8.2), on base ‘of the Donsker-Varadhan-Gértner LDP for

the occupation times measures of the Brownian motion.

In [Fuk11], consequences for the second<order asymptotics of the Lifshitz tails and of the almost
sure asymptotics of U(t) are drawn as well, butwe,do not formulate them here; this follows the usual
patterns, given (8.2). <&

‘apsextreme
In view of the current fruitful developments in the analysis of extreme-value properties of the
Gaussian free field and other logscorrelated random fields, it appears interesting to study the PAM
with such a potential.

8.4 Weak disorder and”accelerated motion

We recall from our first considerations in Section 1.1 that the potential & makes the solution wu(t, -)
to the PAM in (1.1) fwregular, and the Laplace operator makes it smooth. However, as we saw when
discussing intermittency, the smoothening effect is not so strong that the solution would not show a
strongly localised picture, even though the local areas of the high peaks show some smooth structures.
Nevertheless, the localisation effect is very strong in the PAM, unlike in other models of random motions
through random media, for example the much-studied model of a random walk in random environment,
which has a streong tendency to homogenisation. Hence, it appears interesting to study the transition
in“the PAM from localised to homogenised behaviour by modifying the Anderson Hamiltonian in (1.1)
by either weakening the potential or speeding-up the diffusivity. Highly interesting new phenomena
arise here.

To this end, we look at the operators

ot (A teg) with & | 0, and et(xtA'+0) with k; — oo. (8-4)

Certainly, the consideration of these two operators is mathematically equivalent via the relation e, =
1/k¢. The small factor e; tames down the influence of the potential and makes the disorder weak,
and the large prefactor k; induces an acceleration of the random motion and makes the diffusion fast.
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Generally, it is expected (and has been proved in a number of cases) that scale functions &; respectively
k¢ that are not too fast will not change the general picture in the asymptotics that we have for the
standard case €; = 1 = k¢, but only the scales. On the other hand, extremely fast choices will make the
influence of the random potential so marginal that its influence vanishes. Naturally, the question arises
whether there are further interesting regimes, in particular critical ones, between these two. There are
a number of aspects under which this is interesting:

e What is a critical scale on which the random walk is so fast that he cannot spend much time
in the highest peaks of the potential? What does he do instead?

e What is the critical scale on which the extremely high potential peaks do not attract the main
flow of the mass? What happens instead?

e The logarithmic asymptotics in the standard case ¢ = 1 = k; is described by two terms,
a function H(t) describing the height of the relevant peaks, and a variational formula x
describing their shape. What is a critical scale of ; such that these twoterms are merged into
each other, and how does this work?

Having found the critical scale, one naturally asks also for the size and the structure of the relevant
regions and for the mechanism that is behind the main contribution, tos\the total mass of the PAM
(moderate deviations? central limit theorem? what else?).

Like in the standard case e, = 1 = k¢, the asymptotics of the operators in (8.4) is closely connected
with the upper-tail behaviour of the principal eigenvalue of the Anderson operator A + £ with small
prefactor € € (0, 00) in front of the disorder in large e-dependent boxes, which is an interesting object
to study on its own. One can expect (and this is one of the fundamental questions here) that, for
sufficiently small boxes, the corresponding (random) principal eigenfunction shows a homogeneous
behaviour, i.e., stretches its entire homogeneously ovér-the entire box, while for very large boxes, it
shows a localized behaviour, i.e., concentrates itsumass in some small islands, in the way that we know
from the description of the almost sure behavionr of the PAM in Section 6. In the first case, the
influence of the random potential £ should come only in terms of its expected value (£(0)), and in
the second it should come via an extreme-value analysis of the principal eigenvalue in small boxes.
However, it is not clear what should happen for boxes of intermediate sizes: is the mass stretched
thinner and thinner homogeneously, or does it develep a number of bumps?

8.4.1. Acceleration of motiow. In [Sch10], various interesting choices of the velocity function (k¢)i>0
for various choices-of poteritial classes (introduced in Section 4.3) are considered, see also the summary
[KonSch12]. In all the considered cases, the moment asymptotics for the total mass are identified in
terms of a chatacteristic variational formula analogously to (4.37). An interesting competition between
the growth of .k and the upper tails of £ arises: the faster k; grows, the stronger the flattening effect of
the diffusien term is. As usual, it is supposed that Assumption (H) holds (see (4.25)), i.e., regularity
of the logaithmic moment generating function H at infinity.

Let us describe some explicit|examples that have been handled in the literature.

A\lower critical scale for k; is identified which marks the threshold between unboundedly growing
intermittent islands and concentration in just one site. This scale depends on the upper tails of &
and is equal to n(t)/t in (4.25). Precisely at the critical scale n(t)/t, we have a discrete picture, i.e.,
the relevant islands have a non-trivial, discrete shape, like in the class (DE) in the standard case.
Interestingly, for upper tails of £ in the class (B), on this critical scale, the characteristic variational
formula is equal to the discrete version of the formula for y in the case (B), i.e., with R? replaced by
yAS

Now, still assuming that ¢ > n(t)/t, we now come to the second critical scale for k;, the one that
is asked for at the beginning of this section, i.e., the one that marks the threshold between extreme
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values of the local principal eigenvalues and moderately large ones. This transition is also reflected by
the fact that for slower functions x the asymptotics are described in terms of just the upper tails of
€(0) like in the standard case, and for faster ones, the entire distribution of £(0) enters the description.
This critical scale is characterised by the fact that the local times per site stays bounded, the path
covers a region of radius =< t%/? (i.e., of volume < t), the term Jo&(Xs)) ds is essentially a sum over
O(t) i.i.d. random variables. Hence, a kind of moderate-deviation mechanism for the sum of about ¢
potential values is combined with a large-deviation principle for the rescaled local times on a box of
radius = t1/?, and both runs on the exponential scale t.

Let us formulate the main result for x; being on the critical scale, see [K6nSch12, Theorem 3.2].
We assume that (£(0)) = 0 and write U"*) for the total mass of the PAM with additional‘prefactor
in front of the Laplace operator. Fix 6 € (0,00) such that st~ /¢ — %, then

<U(Nt>(t)> = exp{ — %(XH(G) + 0(1))}, (8.5)’ criticalaccel

where

w®) = it (9130 [ Hog?), (8.6)[chifidet

= 11 (
GEM (®): [g]l2=1

where we wrote [ H og? for short for [p4 H(g?(z)) dz. An elementary substitution of g with g(8 B2
shows that %XH(Q) is equal to G*d/(d“)XH(.g)(l), a remark that hélps understanding the result in (8.5)
when following the heuristics in Section 4.3 (which we are not deing here) and helps also comparing
to the main result (8.7) of Section 8.4.2. Note that all the variational formulas called x in Section 4.4
are versions of xp(6) with special choices of H and-9.

This critical phase has not been deeper analysed, northe (conjecturally, homogenised) phase where
Kt > n(t)/t. Analogously to the example in Section 8.4.2; some interesting phase transition(s) are to
be expected in the behaviour of the minimisers-of xz(#) in the parameter f. Neither an analysis of
the almost-sure behaviour of U®¥)(¢) has yet been ¢arried out.

nscaledpot

8.4.2. Brownian motion in a scaled Poisson potential. In a series of papers [MerWiit0la, MerWiitO1b,
MerWiit02], Merkl and Wiithrich considered Brownian motion among soft Poisson traps (see Re-
mark 2.9 and Section 4.5) with the potential V(z) = —Be; >,y W (2 —x;), where (z;);en is a standard
Poisson point process in R, W: R% =3[0, 00) is a bounded measurable and compactly supported cloud,
and B € (0,00) is a parameter that gives rise to interesting phase transitions, as it turned out. We
consider the moments of

U(t) = Eg [exp{ — Bey /Ot ZW(ZS — ;) dsH.
€N

Note that we are in the case (B) with v = 0 in the terminology of Section 4.4. The scale function
(€t)te(0,00i8 chosen in critical way, i.e., in such a way that a new phenomenon arises. Recall from
Section 4.5 that, in the standard case 4 = 1, the main contribution to the moments of U(t) comes
from-Brownian’paths running on the scale t/(4+2) and the potential enters the leading asymptotic
term, which is on the exponential scale t9/(4+2) only via the density parameter of the Poisson process
(which’ we put equal to one here). In order to achieve a significant influence from the cloud W, one
has’to multiply it with &, = ¢~2/(4*2) which makes the term in the exponential running on the scale
te; = t%(@+2) which is the scale on which the Brownian probability of not leaving a boall of radius
t1/(d+2) puns. This choice of & is also consistent with the choice x; = t2/? in Section 8.4.1 and the
above mentioned relation &g, = 1/ky.

With this choice of &, [MerWiit0la, Theorem 0.2(b)] says that

(U(t)) = exp { - td/(d+2)ﬂ_2/(d+2)(XH(ﬁ) + 0(1))}, t — oo, (8.7)’ MerklWuethmom
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where () is as in (8.6) with H(t) = et — 1 = log(e!V(©), the logarithmic moment generating
function of the Poisson process. Interestingly, for dimensions d > 2, there is a phase transition from
small § to large 8 as to the structure of minimisers of x g (3); indeed, in [MerWiitOla, Theorem 0.3] it
turns out that xg(8) = B for all sufficiently small positive 3, but xg(5) = 8 for all other 5. This can
be interpreted by saying that the homogeneous phase (which is encountered in [MerWiit0la, Theorem
0.2(a)] when taking g; > t~'/(+2)) arises also on the critical scale, if the parameter 3 is small enofigh.
Let us also remark that for &, > t=1/(4+2) e if the damping of the potential is not too,strong,
[MerWiit0la, Theorem 0.2(c)| proves asymptotics that are practically the same as in the standard, case
g = 1, with a suitable adaptation of the scales.

In the follow-up papers [MerWiit01b, MerWiit02], the almost sure asymptotics of U(t)vand large-
deviation properties of the principal eigenvalue of %A+5V in large, e-dependent boxes are deduced from
the result in (8.7) in the usual way that we described in Section 6.2.1. The correct choice for obtaining
interesting new effects is &, = (log t)_Q/ 4. similarly to the annealed setting, the arising variational
formulas are proved to show ‘homogenised’ behaviour for d < 3 for small positive®8 and ‘localised’
behaviour for large 5, but only ‘localised’ behaviour for d > 4. Note that the critical dimension is two

for the annealed setting and four for the quenched one.

8.4.3. Scaled Gaussian field. Using a combination of some results‘on stretched exponential moments
of (renormalised) self-intersections of random walks on Z?2, which are also interesting on their own, one
finds another explicit example.

MISSING.

8.5 Upper deviations of random walk in random, scenery
As we mentioned in Remark 2.1, the term fg §(Xs) ds'in’ the exponent of the Feynman-Kac formula in
(2.1) is sometimes called the random walk ‘in random scenery (RWRSc). In the study of the PAM, we
are most interested in the behaviour of its exponential moments. Furthermore, in Section 8.4, we also
discussed exponential moments with vanishing prefactors. All these questions are intimately connected
with the question for upper deviations-of the RWRSc on various scales, i. e., with theorems of the type

t
log Prob @ IP’(/ £ ds > )\at) ~ —bI(N), - o0, for A€ (0,00), (8.8 upperdeviati
0

where a; and b; are scale functions that tend to oo as t — oo. Such a result would be more or less
equivalent to the statement

log <E[exp {B(ZZ /Otﬁ(XS) dsH> ~ by sup [)\6 - I(/\)], t — oo, for g € (0,00), (8.9)]@

A€(0,00)

as one deduces with the help of the well-known proof of Cramér’s theorem [DemZei98, Theorem 777].
Note that the supremum on the right-hand side of (8.9) is equal to the Legendre transform of I (with
extension by the value co on (—o0,0]). Hence, (8.8) may prove very useful for understanding the PAM
with potential Z—if. However, it may happen that the supremum on the right-hand side of (8.9) is
trivial, (i.e., constantly equal to zero or to infinity), and hence it must be checked on a case-by-case
basis. whether (8.8) is useful for the study of the PAM or not.

Nevertheless, the way of thinking about and the proof techniques for deriving results like in (8.8)
are very close to the methods that we encountered in this survey text, and both topics benefitted from
each other over the past two decades. At this place, we only mention that [AssCas07| provides a survey
on results of the type (8.8). They are sometimes also called moderate-deviations results.

Note that, for most of the potential distributions that we considered and for most of the prefactors
in front of the potential £, the moment asymptotics of the total mass show two quite different terms,
not just one like in (8.9). Hence, the above duality can be helpful in this form only in cases described
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in Section 8.4, or they have to be modified accordingly. This is the reason that most of the results of
the form (8.8) are not helpful for the understanding of the PAM.

rdefloctim 18-6 Upper deviations of self-attractive functionals of local times

Carrying out the expectation over the random potential £, we saw in Section 2.1.4 that the expectation
of the total mass of the PAM is equal to the exponential moment of ) _,4 H(¢(2)), which is a self-
attractive functional of the random walk local times £;. Analogously to the idea outlined in Section 8.5
moderate-deviation results for this functional like in (8.9) may prove helpful for the study of\the
moments of the PAM: however, they are interesting on their own and are studied without reference to
the PAM. In particular, the function H does not have to be equal to the logarithmic moprent generating
function.

Analogously to what we said at the end of Section 8.5, not all moderate-deviations| results for
>, H(l(z)) are interesting for the PAM, not even with additional scaling factors multiplying the
potential £. Even more, when one would like to deduce moments of the totalcmass for the potential
€:£ for some scale function ¢, H must be taken as the logarithmic moment,generating function of €€,
and this causes an additional complication.

The most interesting functionals H studied in the literature are

o H(t) = 1g00)(t)

AUCH DIE MODERATEN ABWEICHUNGEN FUER. DIE SHRINKING WIENERWURST
GEHOERT PHAENEMONOLOGISCH HINEIN, DENN-VERKLEINERUNG DER FALLEN IST
ANALOG ZU EINEM KLEINEN VORFAKTOR BEIM ‘RPOTENTIAL, ABER DER ZUSAMMEN-
HANG IST NICHT DIREKT.

attractive 8.7 Self-attractive path measures

As we showed in (2.18), the moments of U(t) are equal to the negative exponential moment of the
volume of a Wiener sausage up to time ¢. If the radius a of that sausage is taken as a function of ¢,
new effects arise. This idea has been taken as the starting point in a series of papers [BerBolHol01]
about the clumping behaviour of a.Brewnian  motion if the volume of its sausage is small on critical
scales.

8.8 Transition between quenched and annealed behaviour

Via the spatial ergodic/theorem, the expectation of the total mass can be seen as an almost sure
ergodic limit of mixtures Jof shifts of the solution. This is formulated as follows. Let v: [0, 00) x Z%
be the solution of (1.19), with the localised initial condition dy replaced by the homogeneous condition
v(0,2) = 1 for(eévery z. Then v(¢,z) can be represented by the Feynman-Kac formula in (2.1) for
U(t) with intial ‘point 0 replaced by z, as one sees from the superposition principle for solutions with
superposed initial ‘conditions. In particular, U(t) = v(¢,0). Now the spatial ergodic theorem gives, for

fixed t > 0,
. 1 -
(U(t)) = (v(t,0)) = Bh—>HZId @ xEEBv(t7:L’), (8.10)| Ergodic

where the limit is along centred boxes. Hence, an interesting question is to describe the transition
in the limit ¢ — oo from the quenched behaviour described in Section 6 to the annealed behaviour
described in Section 4, by using {-depending boxes B, ;) instead of B in (8.10). This has been studied
in [BenAroMolRam05] and [BenAroMolRam07] as well as in [GérSch11b]

—otherdiff 8.9 Other diffusivities

So far, we considered the PAM with the diffusivity given only by the (discrete or continous, respectively)
Laplace operator, i.e., with a driving random motion that lies in the domain of attraction of the
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Brownian motion. In practically all cases, this type of diffusivity pertained to the characteristic
variational formula, in some cases after alluding to the typical rescaling of time and space in the
spirit of Donsker’s invariance principle.

However, instead of a motion taken from the Brownian universality class, it is certainly also highly
interesting to study the case of random walks in the domain of attraction of Lévy processes or directly
a Lévy process. So far, the first rigorous work in that direction seems to be [MolZhal2|, where

FEHLT

nenvironment 8.10 PAM in a random environment

Another interesting direction is the study of the PAM with the driving Laplace operator replaced by a
random version of it, or, equivalently, with the underlying random walk replaced by a random walk in
random environment (RWRE). This makes the PAM as a model for random motions through random
potential much more realistic, as the diffusion is now itself taken random, which represents impurities in
the diffusive medium, hampering or accelerating locally the conductivity. There-are numerous potential
applications of such a additional randomness.

8.10.1. The local times of a random walk in random scenery in boxesa One very natural way to introduce
randomness in the diffusion is to replace A by the randomised Laplace_operator,

Af(@) = Y wey(fy) = (@), A SN =R xel, (8.11)
YyEZL: y~zx
where w = (Wa,y) yezd gy 18 @ Tandom i.i.d. field of positive weights on the nearest-neighbour bonds

of Z%. In order to obtain a symmetric operator A¥, one ‘usually assumes that Wzy = Wy, for any edge
{z,y}, i.e., one gives the weights to the undirécted edges. One often also speaks of the random conduc-
tance model, since w;, is interpreted as the conductance of the edge {x,y}. The operator A“ gener-
ates the continuous-time random walk (Xt>te[o,oo) in Z%, the random walk among random conductances
(RWRC). When located at y, it waits an exponential random time with parameter ZZNy wy,» (i.e., with
expectation 1/3° _ wy .} and then jumps«to a neighbouring site 2z’ with probability wy .1/ >, wy 2.
The RWRC is studied a lot in the last decade like many other types of RWREs, with strong emphasis
on the search for laws of large-niinbers or (functional) central limit theorems.

However, for studyingthel PAM with the RWRC as the underlying random motion, other properties
of the RWRC turn out to beimportant. The PAM with RWRC has not yet been studied, but important
prerequisities have béen)derived: annealed large-deviation principles (LDPs) for the normalised local
times of the RWRCHin fixed boxes [KénSalWol12| and in time-depending, growing boxes [KénWol13].
These LDPs are interesting only because of the assumption on the conductances that they are not
uniformly elliptic (i.e., not bounded away from zero and from infinity), but can attain arbitrarily small
values. /[Thistis precisely what creates an interesting interaction between the random walk and the
random conductances, since small conductances help the random walk to lose much time within the
box, i.e., to increase the probability of not leaving it. Putting assumptions on the lower tails of the
¢onductances of the form

log P(we <€) ~ —De™ ", €l0,

with parameters D,n € (0,00), makes it possible to derive an explicit LDP rate function for the
normalized local times, which is in the spirit of the famous Donsker-Varadhan-Gértner LDP [DonVar75,
Gar77). In the case of a time-dependent growing box, interestingly there arise two cases, one of which,
the case n > d/2, is just the continuous version of the fixed-box version, where one obtains a full LDP
for the properly rescaled version of the local times. Here the local times spread out over the entire larg
box in a more or less homogeneous way. However, in the case n < d/2, it turns out in [KénWol13] that
the LDP asymptotics follow the formulas of the fixed-box version, which seems to suggest that the
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random walk fills only a small part of the growing box. Further studies will be necessary to understand
this effect and to use the results of [KénSalWol12, KénWoll3| for the study of the almost-sure setting
and later for the study of the PAM with RWRC.

8.10.2. Localisation in the Bouchaud-Anderson model. Recently [MuiPym14]|, the PAM was studied in
another class of random environment, more precisely, the underlying random walk was replaced by the
Bouchaud random walk, better known under the name Bouchaud trap model, where the randomness
of the holding times does not sit in the bonds, but in the sites, and is chosen very heavy-tailed. More
explicitly, the generator is given by

A f(z) = ! > (fw) - f(2), (8.12)[ DeltaBouchaud

2do(2) YTy
where 0 = (0(2)),ez4, the trapping landscape, is a random ii.d. field of positive numbers. The
Bouchaud random walk, when standing in z, waits a random time that is exponentially distributed
with expectation 2do(z) and then jumps with equal probability to any of the 2d neighbours. If log o is
Pareto-distributed (i.e., P(c(0) > r) = (logr)~® for all r > 1 for some a,€.(0,50)), then, almost surely
with respect to the landscape o, the Bouchaud random walk exhibits some ‘peculiar behaviour that is
caused by the existence of lattice sites with extra-ordinarily long holding time parameter; the random
walk is trapped. This effect is most pronounced if the Pareto parameter « is smaller than one, and
leads then to ageing phenomena. E.g., the trapping takes pldce after longer and longer time lags and
in further and further remote sites, and both the time lagsand thetrapping sites show nice asymptotic
scaling behaviours. See [BenéerOG] for a summary of these (properties of the Bouchaud random walk.

Combining the PAM with the Bouchaud random walk and considering concentration and ageing
phenomena, is tempting, as each of them show these phenomena, the PAM at least for sufficiently
heavy-tailed potential distributions, as we outlinéd in Section 7.2. Indeed, in [MuiPym1l4|, the po-
tential distribution is taken as Weibull-distributed, in which case these phenomena for the PAM are
known from [?] and [SidTwal4|. However, the assumptions on the Bouchaud random walk made in
|[MuiPym14| are less restrictive, but do contain the Pareto case with parameter in (0, 1).

The main result of [MuiPym14].is the complete localisation of the solution w(¢,-) in one random,
t-dependent site Z; € Z¢ in thé sénse that u(t, Z;)/U(t) converges to one in probability. Furthermore,
depending on the details of the‘distribution of potential, the potential values in the neighbouring sites
of the concentration site/Z; are characterised; they indeed show an interesting limiting behaviour, and
it can be seen in some, sense that the one-site island slowly starts to emerge an interesting shape as
the potential distribution-gets less heavy-distributed.

NOCH EIN WENIG MEHR UEBER DIE RESULTATE?

9. RELATED MODELS
.atedModels

sec-Dirpal 941 Drifted PAM and polymers

New ifiteresting questions arise if a drift is added to the diffusion, i.e., if the generator A of the simple
random walk is replaced by the one of a random walk with drift. The main conjecture is that, if the
strength of the drift is small enough, at least the first terms of the asymptotics of the PAM will then
be the same as for the drift-free case, and the scale of the size of the intermittent islands should be
the same. However, there should be a critical threshold for the strength of the drift beyond which the
trajectory in the Feynman-Kac formula should run on the scale of the time, i.e., should a non-zero
effective drift in the same direction as the inserted one. Further questions ask whether or not there
might be an intermediate regime, how to characterise the critical threshold, what the influence of the
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inserted drift is in the case of zero effective drift, how large the effective drift might be, and more
detailed questions.

The other extreme case of drifts, the case where each step leads the trajectory by a fixed amount
further in one direction, is called directed polymer in random environment, a name that reflects that
this trajectory never hits a site more than once. Usually, one considers the time-discrete setting and
picks the direction of the drift parallel to the first axis, such that the path is indeed of the form
(n, Sp)nen, with a d-dimensional simple random walk (or other types of random walks). This is a
(1 + d)-dimensional polymer, which is indeed the graph of a d-dimensional walk.

Directed polymers in random environment are a subject of high importance, since theyare believed
to show behaviours that lie in the universality class of a number of prominent models, one ofithe most
well-known of which is the directed last-passsage percolation and the largest eigenvalue of a random
matrix drawn from the Gaussian unitary ensemble and the KPZ equation. Since also the methodology
is drastically different from the treatment of the PAM, directed polymers are out of proportion to the
scope of the present text, and we refer only to the survey [ComShiYos04| on~directed polymers from
2004 and the survey on the KPZ equation [Corl2].

[TofVel12b]

9.2 Branching random walks in random environment In Section 2.1.1 we introduced the model
of a branching random walk in a random environment of branching rates (BRWRE) and mentioned
that the expected number of particles at time ¢ in the site z,\where the expectation is taken over the
branching/killing mechanism and the migration, but not over-the branching rates, is a solution of the
PAM, where the potential £ is calculated from the branching and the killing rates. This suggests to
exploit the knowledge on the PAM that has been gained over the last 20 years for the study of the
BRWRE, but actually this has been done t0a little extent yet.

Let us phenemonologically explain how muchinformation out of the Feynman-Kac formula (2.23)
can be extracted about the BRWRE. We want“to’demonstrate that the path X = (X;),¢(o, stands for
a subtree of the migrating Galton-Watson tree that describes the complete genealogy of the BRWRE;,
more precisely, it stands for the expectation of the total number of all branching particle trajectories
that make all the steps of the randomwalk in full coincidence. Along the time and way, these particles
branch into two or may disappear_due to killing, but we consider, among all the trajectories in the
entire genealogy tree, only/these trajectories that make all the way precisely as the random walk of the
Feynman-Kac formula. The term eo 6(Xs) ds

the trajectory.

summarizes all the expected killing and branching along

In the light (of this interpretation, each realization of X in the Feynman-Kac formula expresses
only a small part of the entire branching process. The entire branching process comes in only via taking
the expectationsover X. The time coincidence of all the branches of the genealogical tree cannot be
seen in the Feynman-Kac formula; looking at it pathwise shows only a small excerpt of the branching
tree. However, we see the entire time evolution of this excerpt over the interval [0, ¢].

Erom the understanding of the behaviour of the PAM, one can now guess that the behaviour of
the, BRWRE should have quite some features in common with the PAM. In particular, the arising
picture should have nothing to do with a homogenised behaviour, and Brownian approximations in the
sprit of Donsker’s invariance principle should drastically fail. Instead, the branching particles should
also enjoy an intermittency effect, i.e., they should be strongly concentrated in the same intermittent
islands as the solution of the PAM is. Of high interest is then the description of of the trajectories
between these islands and the identification of the time scales and much more.

9.2.1. One-dimensional models. Some early work in that direction was carried out in a series of papers
[GreHol92] for one-dimensional BRWRE in discrete time and space, with spectial attention to the
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influence of a drift to the expected number of particles, comparing and contrasting the annealed and
quenched settings. No connection with the PAM (whose mathematical treatment was in its infancy at
that time) was made, and the methods used there (Ray-Knight-type descriptions of the local time as
a process in the space parameter) are strictly limited to one dimension.

9.2.2. moment asymptotics for the population size. Motivated and influenced by |GarKon00], the d-
dimensional continuous-time version of the BRWRE was studied in [AlbBogMolYar00] for Weibull-
distributed branching rates with parameter a € (1,00), such that the corresponding PAMulies in the
class of double-exponentially distributed potentials with p = co. The main focus was on deriving a
Feynman-Kac-like formula for the expectation of the n-th power of the number of particles at time ¢
at site z, n(t, z), and the total particle number at time ¢, n(¢). This formula is formulated there in a
recursive fashion, which made it difficult to analyse its asymptotics as t — oo. “The result identified
the first term only, and it turned out that, for p,n € N,

(E[n(t)"]P) = el (p)(1+o(1)), t — 0.

That is, the asymptotics for the p-th moment (over the branching rates)*of the n-th moment (over the
branching/killing and migration, denoted by E) at time ¢ are.the same as the one of the first moment
of the first moment at time tnp, at least as it concerns thefirst term. We know that this phenomenon
can be easily interpreted for n = 1 (see Remark 4.2)"but this'is not so easily for arbitrary n € N.

This effect was later studied in greater detail and precision |GlinK6nSek13|, where a direct version
of that Feynman-Kac-like formula was derived, which admits deeper studies. The main tool there is the
many-to-few lemma, an extension of the well-known many-to-one lemma from the theory of branching
processes. For the branching rates doubly-exponentially distributed with any value of p € (0, 00), also
the second term in the asymptotics of (E[n(t)"]P) was derived, and the above phenomenon is shown to
hold true also for the second term (which is.by the way, again given by the characteristic variational
formula in (4.39)). A closer inspection of the proof shows that this phenomenon should come from
the fact that the potential £ can.attain positive values (in which case these values will determine the
asymptotics). However, for.strictly negative potentials, the asymptotics of the p-th moment of the
n-th moment should behave as the first moments at time tp, i.e., as if n would be one.

9.2.3. Intermittency-for the particle flow. For the branching rates Pareto-distributed, a deep analysis
of the entire-particle flow over the time is carried out in [OrtRobl4] in terms of limiting assertions in
probability. Indeed, it is shown there that the branching particles are concentrated on the intermittent
islands of the'PAM (which are single sites now, see Section 7.2), but are traversed in a possibly different
ordersthan the main bulk of the mass of u(t,-) traverses it. This proves an appealing ageing picture
of the BRWRE in great detail. The main difference between the time-evolution of the main mass of
the PAM and the main particle concentration of the BRWRE is the following. If the time ¢ exceeds
the threshold beyond which new, more preferable intermittent islands appear at the horizon, then the
sample trajectory in the Feynman-Kac formula is completely rearranged from scratch and immediately
walks from the origin to the new optimal potential site, without paying attention to where the last
intermittent peak was located. The PAM searches for new islands only from the origin. In contrast,
the branching particles are already located at the last intermittent island and have to travel from that
location to a new one, which is now optimal as seen from that current location and does not have to
be the one that the PAM-trajectory would choose.



68 WOLFGANG KONIG AND TILMAN WOLFF

- 10. TIME-DEPENDENT POTENTIALS

Of fundamental importance is the parabolic Anderson model in (1.1) also if the random potential is
allowed to be time-dependent. Here we consider the Cauchy problem
0
Eu(t, z) = rAu(t,2)+ (L 2)ult, 2), for (t,z) € (0,00) x Z% (10.1)
u(0,z) = wup(2), for z € 74 (10:2)
where &: [0, 00] x Z% — R is a space-time random field that drives the equation, and ug is-the initial
datum. This case is called the dynamic case, and the potential £ is often called a dynamic random
environment or a dynamic potential. Usual general agssumptions are that the field £ is timerspace
ergodic, and some integrability condition on the marginal, i.e., on the distribution of £(0,0). Again,
the main goal is the analysis of the solution u(¢,-) in the large-t limit.

Example 10.1. (Population dynamics.) One important interpretation is ih terms of population
dynamics [ErhHolMail3b], which is a variant of the interpretation in terms-of.spatial, branching that
we discussed in Sections 2.1.1 and 9.2. Consider the special case where & = Y& — §, where &, =
(§«(t, 2)) ez 450 15 an No-valued random field, and 7,0 € (0,00). Consider a system of two types of
particles, namely A (catalysts) and B (reactants), subject to the rules

e A-particles evolve antonomously according to a prescribéd,dynamics with &, (¢, z) denoting the
number of A-particles at site z at time t,

e B-particles perform independent simple random walks.at Tate 2dk and split into two at a rate
that is equal to 7 times the number of A“particles present at the same location at the same
time,

e B-particles die at rate 6,

e the average number of B-particles’at gite x at time ¢ is equal to ug(x).

Then u(t, z) is equal to the average number of B-particles at time ¢ at site z, conditional on the
evolution of the A-particles. O

n-Population
The problem in (10.1) is mueh more difficult to analyse, and the results are much less explicit
than in the static case, which we-considered in the preceding sections. It is not a fixed environment in
which the diffusion takes place; but the potential randomly varies over time. Even more, the operator
A+ £(t, ) on the right-hand side of (10.1) depends on time, and therefore it is a priori not possible
to make use of spectraltheory here. The Feynman-Kac formula now reads

u(t, 2), =E, [exp { /Ot (X5, t —s) ds}uo(Xt)}, zeZ%t e (0,00); (10.3)

where (Xs)ge[oino) i8 the continuous-time random walk on 7% with generator kA, For the comparison
with (2.1), it is helpful to recall that, unlike in (10.3), a time-reversal of the path (X;)¢jo,q Was used
to bring the formula into a form in which the path starts from the initial condition and terminates at
the-site z considered. From (10.3), one already sees that the picture is quite different from the static
case. Let us try to argue heuristically in the quenched case, i.e., with probability one with respect to &.
Indeed, again the large-t asymptotics should come from a behaviour of the path that spends as much
time as possible in sites where the potential is extremely large, but when it varies in time, this is much
more difficult for the path, as the locations of the optimal regions move. If the potential is mixing in
time, then the fraction of time in which the path really is in the extremal regions is very small, and
the large- ¢ behaviour of the solution is not likely to come from any kind of maximisation.

The survey article [GarHolMai09b| provides an overview of annealed results obtained in four
previous papers by the authors. In [GdrHolMail2|, the authors analyse the quenched asyptotics (i.e.,
conditioned on the evolution of catalyst particles). Three types of catalyst particles are considered:
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(i) Independent simple symmetric random walks starting from a Poisson random field, that is,
in every lattice point the number of catalysts at the beginning is independently Poisson dis-
tributed.

(ii) Symmetric exclusion process: At each time, every site is either occupied by one particle or
empty. Particles jump from a site x to a neighbouring site y at rate p(x,y) = p(y,z) € (0,1).

(iii) Symmetric voter model: As above, every site is either occupied by one particle or empty. Site
x imposes its state on a neighbouring particle at rate p(x,y) = p(y,z) € (0, 1).

In each of the above models, the initial distribution of catalyst particles is such that the corresponding
process is in equilibrium, i.e., the number of particles in each site is stationary. In theymodel (i),
there are two key quantities that are of special interest as they characterise the so-called cetalytic and
intermittent behaviour of the model. Let us assume that the initial Poisson distribution has parameter
v > 0 and the catalyst particles have jump rate 2dp > 0. We define

Aplt) =  log(e™ " u(0,1) /7).

This measures the effect of randomness in the model, as the term e”7* is éxactly what the solution u
would be if the random potential was replaced by its average. Then, the soscalled Lyapunov exponents
are defined as

~ . 1
Ap = tlggo n log A, (t) (10.4)
Ap = tlgglo Ay(t) (10.5)

For p € N. We say that the solution w is strongly p-catalytic_if Xp > (. This corresponds to a double-
exponential effect of randomness and is caused by extreme clumping behaviour of the catalysts in
certain regions. We call the solution u stropgly p-intermittent if either A, = oo (which is, of course,
always the case in the catalytic regime) or X, > Xj. 1.

As in many examples of the PAM with time-dependent potential, there is a strong connection
with spectral properties of the operator A + rdy with a parameter r > 0. For example, the quantity
Ap is equal to p times the upper boundary of the spectrum of A + rdy with the choice r = py/p.

Remark 10.2. (Connection with-the polaron model.) In the case d = 3, there is an interesting
connection between the Lyapunov exponent A, = A\,(x) in the limit x — oo and the limiting behaviour
of the so-called polaron model. This model is introduced as follows. We consider

—[u—s]

O(ta) = ﬁlogEgv(exp {a/ot ds /: du W(;—W(sﬂ}) (10.6)

with a standard Brewnian motion W on R? and a positive parameter . As an interesting observation,
we may characterise the behaviour of kA,(k) as kK — oo by the same quantity that arises in the
analysis of lim%, o5 O(¢; @) when « tends to infinity. This quantity is obtained by a certain variational
formula. We_refer the reader to [GarHol06, Section 1.5] for heuristic explanations and [GérHol06,
Sections 5-8] for a proof of the limiting behaviour of A,(x). Asymptotics for the polaron model have
been analysed in [DonVar83|. %

Remark 10.3. (Survival and extinction of branching random walks with catalysts.) The
interpretation of interacting reactants and catalysts in the model i) above has also been studied
in [KesSid03] with the additional assumption that reactant particles die at a certain deterministic
rate > 0. The authors make the intriguing observation that, in dimensions 1 and 2, the expected
number of reactants at a site grows to infinity in time regardless of the choice of the other model
parameters, including the death rate 6. Additionally, the corresponding growth rate is always faster
than exponential. On the converse, conditioning on the behaviour of the catalysts, the reactants die



70 WOLFGANG KONIG AND TILMAN WOLFF

out in all dimensions if the death parameter is chosen large enough. This interesting behaviour implies
that there are immensely high peaks in the concentration of reactants along the space of different
reealisations of the catalyst behaviour. <&

Remark 10.4. (Randomly moving traps.) We obtain a model for reactant movement amgng
randomly moving traps if we choose v < 0. In this case, the solution u(¢, z) under the initial condition
u(t,-) = dp describes the survival probability of a randomly moving particle that is killed at/rate —7y
times the number of traps present at the same site. In [DreGarRamSun12], the asymptotic-exponential
decay rate (quenched and annealed) of the survival probability is characterised in terms ‘of the model
parameters. &

Remark 10.5. (Finitely many particles.) Instead of looking at infinitely many catalysts or traps,
one could also consider a finite number n € N of particles starting from the origin. With only finitely
many catalysts in the transient cases, it depends on the model parameters if there is exponential growth
in the total mass at all, which is necessary in order to describe intermittency in terms of the growth
rate of moments. Key to analysing the exponential growth of the first moment in the single catalyst
case is spectral analysis of the operator kKA + ~vdg. Exponential first moment growth corresponds to
a positive upper boundary of the spectrum of that operator, whereas\intermittency is present if there
exists an eigenfunction corresponding to this largest spectral value.

The existence of such an eigenfunction follows as vdg is.a compact perturbation of the Laplacian. In
the case of multiple catalysts and/or higher moments, the perturbing term that appears is not compact
any more, which adds an additional degree of complexity to-the problem. Annealed asymptotics in the
case of a single particle have been addressed in [GarHey06| and [SchWol12]|, whereas multiple catalysts
are treated in [CasGuinMail2|.

The case of a single randomly moving trap, i.e., v < 0, is not accessible by the above spectral
theoretic approach as the spectrum of the Laplacian is concentrated on the negative half-axis and a
perturbation by vdy does not create‘an isolated positive eigenvalue. Large time asymptotics in this
case, including the decay of survival-probability of a single reactant, have been treated in [SchWoll2].
&

Remark 10.6. (White noise potential.) The problem of intermittency also arises in the so-called
white noise potential case, where we consider

0
§(t7 :E) = ath
with (W?),czava collection of independent Brownian motions. In this context it is common to define
the annealed Lyapunov exponents by

1
)‘P("i) th—ggo t 10g<U(t, 0) > ’ pE N,
and\the so-called quenched Lyapunov exponent by

1
Xo(k) = tlim n log(u(t,0),

—00

considered as functions of the diffusion constant x on the right-hand side of (10.1). The model is said to
be p-intermittent if A,_1(k) < A\p(x) and to be fully intermittent if it is 2-intermittent. In [CarMol94]
and [GreHol07], the authors establish the following picture: Intermittency is present in the recurrent
cases d = 1,2, whereas in higher-dimensional cases, it occurs only if the diffusion constant x is smaller
than a certain critical threshold. More precisely the first moment Lyapunov exponent \; (k) is equal
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to 1/2 for all choices of k£ > 0 in all dimensions d > 0, whereas the other Lyapunov exponents behave
as follows.

o If d =1,2, we have A\og(k) < 1/2 < Ap(k) for p > 1 and k > 0.
e If d > 3, then there exist real numbers 0 < k1 < ko < ... such that

No(k) <1/2 for k € ]0,K1),
K
0 =1/2 for k € [K1,00)

and

p> 1.

(k) >1/2  for k €[0,kp),
K
v =1/2, for k € [Kp,00),

The asymptotic behaviour of the quenched Lyapunov exponent A\o(k) as k — 0 has been analysed
thoroughly in [CarMol94] for the case where the initial datum vy has compact support. This has been
extended to general initial conditions in [CarMolVie96, CarKorMol01, CraMeuShi(2].

The spatially continuous analogue, i.e., the solution to the so-called stochastic_heat equation
1
0z = 5V2Z +WZz

with a space-time white noise W, admits an interesting representationnas the Cole- Hopf-transformation
Z(z,t) = @) of the solution to the KPZ equation

1 1
Oth = 5(aggh)Q + §6§h + W,

which is of great interest because it appears.in many anodels in a universal way and is believed to
exhibit a highly interesting asymptotic behayiour.as it concerns the order of the fluctuations. We refer
the reader to [Corl2| for a detailed survey on the KPZ equation and adjacent topics. &
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