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Abstract. The basis of mapped finite element methods are
reference elements where the components of a local finite
element are defined. The local finite element on an arbitrary
mesh cell will be given by a map from the reference mesh
cell. This paper describes some concepts of the implementa-
tion of mapped finite element methods. From the definition
of mapped finite elements, only local degrees of freedom are
available. These local degrees of freedom have to be assigned
to the global degrees of freedom which define the finite elem-
ent space. We will present an algorithm which computes this
assignment. The second part of the paper shows examples of
algorithms which are implemented with the help of mapped
finite elements. In particular, we explain how the evaluation
of integrals and the transfer between arbitrary finite element
spaces can be implemented easily and computed efficiently.

1 Introduction

Finite element methods are one of the most popular discreti-
sation techniques for many classes of partial differential equa-
tions. There are two different ways to define finite elements -
mapped and unmapped.

Mapped finite elements are closely connected to a stan-
dard way of analysing finite element methods. This standard
analysis consists of three steps:

1.) Map an arbitrary mesh cell K to a reference mesh cell K̂ .
2.) Prove the desired properties on K̂ .
3.) Map the reference mesh cell K̂ back to K to get the final

result.

Step 2 is the core of this analysis. The two main features of
this approach are the followings:

1.) All considerations have to be done on K̂ only. (1)
2.) There are no information necessary and

available about neighbour mesh cells of K. (2)

The unmapped finite element approach treats directly the
mesh cell K . The definition of a reference mesh cell is not

necessary. This approach is, to our knowledge, much more
common in the implementation of finite element methods,
e.g., [1].

Mapped and unmapped finite element methods posses the

same analytical properties if the reference map FK : K̂ → K
is an affine map for every mesh cell K of the given trian-
gulation. In the case of non-affine maps, occurring, e.g., for
triangulations consisting of arbitrary quadrilateral or hexahe-
dral mesh cells, mapped and unmapped finite elements might
be different. The proof of the same analytical property may
require different analytical tools, e.g., the proof of the inf-
sup property for the so-called unmapped Q2/Pdisc

1 pair of
finite elements can be found already in [7] whereas the same
property for the mapped Q2/Pdisc

1 finite element has been es-
tablished only recently in [3, 19].

The advantages of using mapped finite elements in com-
putations arise from (1). All components which are necessary
to define a certain finite element have to be implemented for
a reference mesh cell only. These are, e.g., basis functions
with their derivatives, positions of local degrees of freedom
(d.o.f.), local nodal functionals or quadrature rules. During
the execution of the program, these information are avail-
able from a data base. The challenge in the implementation
of mapped finite elements comes from (2). There are many
global finite element spaces whose functions have to fulfil
continuity conditions across faces of mesh cells. This conti-
nuity will be given if the local degrees of freedom in each
mesh cell K are associated appropriately to the global de-
grees of freedom which define the finite element space. We
will present in Sect. 2 an algorithm which computes such
a map from the local degrees of freedom to the global ones.
This algorithm will be called d.o.f.-manager. It is part of
the program package MooNMD (Mathematics and object-
oriented Numerics in MagDeburg1) written in C ++. One
main feature of this program package is the strict separation
of geometry and finite element data. Furthermore, all relevant
mathematical objects like basis functions and nodal func-
tionals are represented in MooNMD by C ++ classes. This

1 MD is the abbreviation of Magdeburg on the license plate of German
cars.
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program package has been successfully applied, e.g., in the
solution of the incompressible steady state and time depen-
dent Navier–Stokes equations with higher order finite element
methods [9, 10, 16], for the large eddy simulation of turbulent
flows [8, 11, 13], and for free boundary value problems with
capillary surfaces [17, 18]. Some of its features are adaptive
grid refinement [6, 15], isoparametric finite elements [10, 16]
or mortar finite element methods [2].

Section 3 illustrates how mapped finite element methods
can be used in the implementation of algorithms like the
evaluation of integrals or the grid transfer between arbitrary
finite element spaces. It is shown that these algorithms can
be implemented easily and executed efficiently. Since nearly
all computations in these algorithms are traced back to K̂ ,
a data base providing necessary information on K̂ can be
used. This data base contains both, information which are
part of the code, like quadrature rules, as well as information
which are computed during the run time, like local prolonga-
tion matrices.

2 Finite elements, nodal functionals, degrees of freedom
and the d.o.f.-manager

The definition of finite elements, nodal functionals and de-
grees of freedom follows [4, 5]. A finite element in Rd is
a triple (K, VK ,ΣK ). The set K is an open subset of Rd

with Lipschitz-continuous boundary. The function space VK
has the finite dimension m. The set ΣK which consists of
m linear functionals N K

i , i = 1, . . . , m, defined on VK is as-
sumed to be VK -unisolvent, i.e., for any given real numbers
αi , i = 1, . . . , m, there exists a uniquely determined function
ϕ ∈ VK which satisfies N K

i (ϕ) = αi , i = 1, . . . , m. The linear
functionals N K

i , i = 1, . . . , m, are called local nodal func-
tionals. Note that this definition of a finite element is similar
to that given in [4, 5]. The main difference is that in [4, 5] the
set K is considered to be a closed subset of Rd . Defining fi-
nite elements on open mesh cells has the advantage that the
finite element space can be defined on each cell separately
without taking into account the definition on neighbouring
cells and there are no conflicts in defining function values on
cell boundaries. Furthermore, one can define one-sided limits
which are used for jumps and averages on cell boundaries in
an easy way.

Remark 1. Examples of local nodal functionals. For k ≥ 0,
the finite element spaces like the spaces Pk of piecewise poly-
nomials of degree less than or equal to k and the spaces Qk of
mapped or unmapped piecewise polynomials of degrees less
than or equal to k in each variable separately are equipped
with local nodal functionals which use point values

N K
i

(
vh

) = vh |K (xi) ,

where xi ∈ K is a given point. The local nodal functionals
for the non-conforming, piecewise linear element Pnc

1 and the
two dimensional mean value oriented, rotated bilinear elem-
ent Qrot

1 are given by integral mean values on the faces of K

N K
i

(
vh) = 1

|∂Ki |
∫

∂Ki

vh |K d s,

where ∂Ki is a face of K with (d −1)-dimensional measure
|∂Ki |. For the finite element spaces Pdisc

k , k ≥ 1, consisting
of discontinuous functions which are mapped or unmapped
piecewise polynomials of degree less than or equal to k, the
local nodal functionals are given by weighted integral mean
values on K .

One main ingredient in defining a finite element space is
the correlation between local and global nodal functionals.
Let N K

i and N K ′
j be two local nodal functionals which are

associated with the cells K and K ′, respectively. Both local
nodal functionals belong to the same global nodal functional
if and only if

N K
i (ϕ|K) = N K ′

j (ϕ|K ′) ∀ ϕ ∈ C∞(U),

where U is an open subset of Rd with K ∪ K ′ ⊂ U .
Let T be a shape regular triangulation. A local degree of

freedom on K will be denoted by (K, i) where i runs from 1
to the total number N (K) of local degrees of freedom. Fur-
thermore, let

M(K) := {(K, i) : i = 1, . . . ,N (K)}
the set of all local degrees of freedom on K . The union

M :=
⋃
K∈T

M(K)

is the set of all local degrees of freedom.
With these notations, we can formulate the aim of the

d.o.f.-manager in the following way:
Find a mapping F : M → N such that

F ((K1, i1)) = F ((K2, i2))

if and only if (K1, i1) and (K2, i2) belong to same global de-
gree of freedom.

Algorithm. Computation of the map which assigns the
local degrees of freedom to the global degrees of freedom.
Given a triangulation T with mesh cells {K}. The mesh cells
are numbered by ascending integers. The identification num-
ber of K is denoted by id(K).

1. for all mesh cells K ∈ T
2. determine M(K)
3. for all neighbours K ′ of K
4. if id(K ′) < id(K)
5. continue
6. determineM(K ′)
7. find partitioning of M(K)∪M(K ′)
8. update the partitioning of M
9. endfor
10. endfor
11. assign the partition members to in-

creasing integers

This algorithm will be illustrated with the following ex-
ample. The example shows in particular that Step 7 can be
performed easily and efficiently.

Example 1. We consider a 2 ×2 mesh consisting of Q1-
finite elements, see Fig. 1. First, Steps 6 – 8 of the algorithm
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Fig. 1. 2×2 mesh consisting of Q1-finite elements, initial local numbering

are described in detail. In the following, the notation (Ki) ∼
(L j) means that the local degrees (Ki) and (L j) belong to the
same global degree of freedom.

1. cell A with neighbour B

– partitioning of M(A)∪M(B):
(A1),(A2) ∼ (B1),(A3),(A4) ∼ (B3),(B2),(B4)

– partitioning of M:
(A1),(A2) ∼ (B1),(A3),(A4) ∼ (B3),(B2),(B4),
(C1),(C2),(C3),(C4),(D1),(D2),(D3),(D4)

2. cell A with neighbour C

– partitioning of M(A)∪M(C):
(A1), (A2), (A3) ∼ (C1), (A4) ∼ (C2), (C3), (C4)

– partitioning of M:
(A1), (A2) ∼ (B1), (A3) ∼ (C1), (A4) ∼ (B3) ∼ (C2),
(B2), (B4), (C3), (C4), (D1), (D2), (D3), (D4)

3. cell B with neighbour D

– partitioning of M(B)∪M(D):
(B1), (B2), (B3) ∼ (D1), (B4) ∼ (D2), (D3), (D4)

– partitioning of M:
(A1), (A2) ∼ (B1), (A3) ∼ (C1), (A4) ∼ (B3) ∼ (C2)
∼ (D1), (B2), (B4) ∼ (D2), (C3), (C4), (D3), (D4)

4. cell C with neighbour D

– partitioning of M(C)∪M(D):
(C1), (C2) ∼ (D1), (C3), (C4) ∼ (D3), (D2), (D4)

– partitioning of M:
(A1), (A2) ∼ (B1), (A3) ∼ (C1), (A4) ∼ (B3) ∼ (C2)
∼ (D1), (B2), (B4) ∼ (D2), (C3), (C4) ∼ (D3), (D4)

Finally, Step 11 is performed, yielding

F (A1) = 1,

F (A2) = F (B1) = 2,

F (A3) = F (C1) = 3,

F (A4) = F (B3) = F (C2) = F (D1) = 4,

F (B2) = 5,

F (B4) = F (D2) = 6,

F (C3) = 7,

F (C4) = F (D3) = 8,

F (D4) = 9.

The result of the map F is illustrated in Fig. 2
Note that this algorithm does not provide a numbering

which results in matrices with optimal bandwidth. However,
there is no numerical algorithm implemented in the program
package MooNMD which relies on a minimal bandwidth. In

Fig. 2. 2×2 mesh consisting of Q1-finite elements, final global numbering
as result of the map F

particular, linear systems of equations are solved by iterative
schemes like Krylov subspace methods with multilevel pre-
conditioners.

One fundamental object class in MooNMD is TFESpace
which stores all necessary information for a certain fi-
nite element space. The description of a finite element
space consists mainly of two arrays, GlobalNumbers and
BeginIndex, which are generated by the d.o.f.-manager
such that the global number F (K, i) of a local degree of
freedom (K, i) is given by

F (K, i) = GlobalNumbers[BeginIndex[id(K)]+i].
For each cell K , the global numbers of the local degrees of
freedom are stored in the array GlobalNumbers at consec-
utive entries starting with the index BeginIndex[id(K)].
Thus, the interplay of both arrays allows the evaluation of the
mapping F between the local and global degrees of freedom
in an efficient way.

Furthermore, an object of class TFESpace assigns the
local function space VK and the set ΣK of local degrees of
freedom to each cell K .

3 Implementation of some algorithms in the framework
of mapped finite element methods

The reference cubes in MooNMD are K̂ = (−1, 1)d, d = 2, 3,
the reference triangle has the vertices (0, 0), (1, 0) and (0, 1)
and the reference tetrahedron possesses the vertices (0, 0, 0),
(1, 0, 0), (0, 1, 0) and (0, 0, 1). For the evaluation of integrals
on edges of two-dimensional mesh cells, a one-dimensional
reference mesh cell is needed, too. This is in MooNMD the
interval (−1, 1).

3.1 Evaluation of integrals

The numerical evaluation of integrals is a frequently used rou-
tine in finite element codes. It appears, e.g., in the assembling
of stiffness matrices or in the computation of residual based
a posteriori error estimators.

Let φh be a function whose integral on Ω has to be com-
puted. The general approach to compute this integral starts by
splitting it into a sum of integrals on the mesh cells. Next,
the integral on each mesh cell is transformed to the refer-
ence mesh cell. Last, the integrals on the reference mesh cell
are approximated by a quadrature rule. Let JK

(
x̂
)

be the Ja-
cobian of the reference map FK , and

(
x̂l, θl

)
, l = 1, . . . , n,

a quadrature rule on the reference mesh cell with quadrature
points x̂l and weights θl. Then, the computation of the integral
of φh on Ω reads as follows



166 V. John, G. Matthies∫
Ω

φh (x) dx =
∑
K∈Th

∫
K

φh (x) dx

=
∑
K∈Th

∫
K̂

φ̂h (
x̂
) ∣∣det JK

(
x̂
)∣∣ d x̂

≈
∑
K∈Th

(
n∑

l=1

θlφ̂
h
(
x̂l

) ∣∣det JK
(
x̂l

)∣∣) .

This approach requires the implementation of quadrature
rules for reference mesh cells only. The quadrature rule on
K̂ is always chosen such that integrals of finite element func-
tions over cells K which arise from affine transformations are
evaluated exactly. Note that in this case the integrand on K̂ is
a polynomial if φ̂h is a polynomial.

Non-homogeneous Neumann boundary conditions, slip
with friction and penetration with resistance boundary con-
ditions, [12], or jump terms in residual based a posteri-
ori error estimators require the computation of integrals on
(d − 1)-dimensional faces of mesh cells. Using the same
way as above, these integrals are transformed to a (d −1)-
dimensional reference cell and sufficiently accurate quadra-
ture rules on the reference mesh cell are used for their
evaluation.

3.2 Grid transfer in non-nested multilevel methods

The last example deals with multilevel methods where the
discrete spaces might be non-nested. The main application of
such a multilevel method in MooNMD is the multiple dis-
cretisation multilevel method for higher order finite element
discretisations, see Fig. 3. Often, it is possible to compute
more accurate results with less degrees of freedom and in less
time if higher order finite element discretisations are used in-
stead of low order ones. But the arising discrete systems are
in general considerably harder to solve for higher order dis-
cretisations. The multiple discretisation multilevel method is
a solver (or preconditioner in a Krylov subspace method) for
systems coming from higher order finite element discretisa-
tions which exploits the efficiency of multigrid solvers for
lowest order finite element discretisations. The main feature
of this method is the use of two (or more) finite element dis-
cretisations on the finest geometric grid. One of them is the
discretisation of interest which forms the highest level of the

Fig. 3. The multiple discretisation multilevel method

multilevel hierarchy. The other one is a lowest order discreti-
sation. On each coarser geometric level, only a lowest order
discretisation is applied. If necessary, all discretisations are
stabilised, e.g., for convection dominated problems.

The efficiency of the multiple discretisation multilevel
method has been demonstrated in computations for the 2d and
3d Navier–Stokes equations, [9, 10, 16], and the convergence
for the W-cycle in the solution of the Stokes equations has
been proved in [14]. For such saddle point problems, it is ad-
visable to choose lowest order non-conforming spaces for the
velocity since these spaces fulfil the inf-sup condition with
piecewise constant pressure approximations. But, one obtains
a hierarchy of non-nested velocity spaces. One has to define
a grid transfer between the non-conforming spaces on level
l and l +1, 0 ≤ l < L and between a non-conforming space
on level L and an arbitrary space on level L +1 which are
defined on the same triangulation.

3.2.1 The function prolongation. We will describe in detail
the implementation of a prolongation operator in MooNMD,
[20], which allows the prolongation between almost arbitrary
finite element spaces.

We consider the transfer (prolongation) from a finite
element space V h

l−1 to a finite element space V h
l . Let Tl−1

and Tl be the corresponding triangulations of the domain Ω
such that Tl originates either from a refinement of Tl−1 or
Tl−1 = Tl . The second case is relevant in the multiple discreti-
sation multilevel method for l = L +1, see Fig. 3.

Let Σh
l be a discontinuous finite element space defined

on Tl

Σh
l = {

w ∈ L2 (Ω) : w|K ∈ Sh
l (K) ∀K ∈ Tl

}
.

The choice of the local spaces Sh
l (K) depends on V h

l−1 and
V h

l . It has to be done such that the inclusion

V h
l−1 + V h

l ⊂ Σh
l (3)

holds. From the practical point of view, the spaces Sh
l (K)

are not needed for implementing the transfer operator. From
the theoretical point of view, it can be proved that appropri-
ate spaces Sh

l (K) always exist for triangulations consisting of
simplices, see [14].

The transfer operator is based on the concept of nodal
functionals. For each mesh cell K ∈ Tl and for the finite elem-
ent space Σh

l there exist a local finite element basis
{
ψh

l, j |K

}
and a dual basis

{
N K

l, j

}
of local nodal functionals such that

N K
l, j

(
ψh

l,i |K
) = δij, 0 ≤ i, j ≤ dim

(
Sh

l (K)
)
,

where δij is the Kronecker delta.
Let

{
ϕh

l, j

}
be a finite element basis of V h

l . The indices j
are called nodes or degrees of freedom. The set of all nodes of
V h

l is denoted by Il
(
V h

l

)
. The set of local nodes with respect

to the mesh cell K is given by

Il
(
K, V h

l

) = {
i ∈ Il

(
V h

l

) : supp
(
ϕh

l,i

)∩ K = ∅}
. (4)

Furthermore, we define for any node j ∈ Il
(
V h

l

)
Tl, j = {

K ∈ Tl : j ∈ Il
(
K,Σh

l

)}
,
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the set of all mesh cells which are connected to the node j .
Then, the global nodal functional which is associated with
a node j ∈ Il

(
V h

l

)
and whose argument is a function wh ∈ Σh

l
is defined by the arithmetic mean of local nodal functionals

Nl, j
(
wh

) = 1

card
(
Tl, j

) ∑
K∈Tl, j

N K
l, j

(
wh |K

)
, wh ∈ Σh

l ,

where card
(
Tl, j

)
denotes the number of mesh cells in Tl, j .

The transfer operator for the prolongation is defined with the
help of the global nodal functionals:

Pl
l−1 : Σh

l → V h
l , Pl

l−1

(
vh) =

dim
(

V h
l

)∑
i=1

Nl,i
(
vh) ϕh

l,i . (5)

From the inclusion (3) follows that this operator is defined
especially for functions from V h

l−1.
Let

{
ϕh

l−1,i

}
be a finite element basis of V h

l−1 and

wh
l−1 =

dim
(

V h
l−1

)∑
i=1

wl−1,iϕ
h
l−1,i ∈ V h

l−1.

For evaluating the coefficient of ϕh
l,i for the prolongated func-

tion, one has to compute

Nl,i
(
wh

l−1

)
= 1

card
(
Tl,i

) ∑
K∈Tl,i

N K
l,i

(
wh

l−1|K
)

= 1

card
(
Tl,i

) ∑
K∈Tl,i

dim
(

V h
l−1

)∑
j=1

wl−1, j N K
l,i

(
ϕh

l−1, j |K

)
.

We will give now some concrete examples how to com-
pute the local nodal functionals. For simplicity of presenta-
tion, we restrict ourselves to two-dimensional finite elements.
Let P (K) ∈ Tl−1 be the parent mesh cell of K ∈ Tl . The local
degrees of freedom of P (K) are represented by balls in the
following figures and the local degrees of freedom of K by
squares.

• Red refined triangles, P1 (P (K)) → P1 (K). We con-
sider the two situations given in Fig. 4. For this finite
element, the local nodal functionals are point values, i.e.
N K

l,i

(
ϕh

l−1, j |K

)
is the value of ϕh

l−1, j at the position of the
local degree of freedom i in K . One obtains the following
values

Fig. 4. Red refined triangles, P1 (P (K)) → P1 (K)

Fig. 4, left
ϕh

l−1,0|K ϕh
l−1,1|K ϕh

l−1,2|K

N K
l,0 1 0 0

N K
l,1 0.5 0.5 0

N K
l,2 0.5 0 0.5

Fig. 4, right
ϕh

l−1,0|K ϕh
l−1,1|K ϕh

l−1,2|K

N K
l,0 0.5 0.5 0

N K
l,1 0 0.5 0.5

N K
l,2 0.5 0 0.5

It turns out for the prolongation that this is just the standard
inclusion.

• Red refined triangles, Pnc
1 (P (K)) → Pnc

1 (K). We con-
sider again two situations, see Fig. 5. In this case, the local
nodal functionals are given by integral mean values at the
edges of K , e.g.,

N K
l,0

(
ϕh

l−1, j |K

)
= 1

‖x0 − x1‖
x1∫

x0

ϕh
l−1, j |K ds.

One obtains for the local nodal functionals

Fig. 5, left
ϕh

l−1,0|K ϕh
l−1,1|K ϕh

l−1,2|K

N K
l,0 1 −0.5 0.5

N K
l,1 0.5 0 0.5

N K
l,2 0.5 −0.5 1

Fig. 5, right
ϕh

l−1,0|K ϕh
l−1,1|K ϕh

l−1,2|K

N K
l,0 0.5 0.5 0

N K
l,1 0 0.5 0.5

N K
l,2 0.5 0 0.5

Applying these local nodal functionals in the prolonga-
tion operator (5), one gets a standard averaging operator, see
Fig. 6. In this figure, the square denotes the degree of freedom
of V h

l whose value has to be computed and the balls stand
for the nodes of V h

l−1. The numbers give the weights which
have to be applied to the coefficients of the function from V h

l−1
corresponding to these nodes. It is easy to see that the prolon-

Fig. 5. Red refined triangles, Pnc
1 (P (K)) → Pnc

1 (K)
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Fig. 6. Red refined triangles, the weights in the prolongation for Pnc
1 (P (K))

→ Pnc
1 (K)

gated value in the left picture of Fig. 6 is just the average in
this point of the values of the finite element function of V h

l−1
restricted to the triangles in Tl−1.

• No refined mapped quadrilaterals, Qrot
1 (P (K)) →

Q2 (K). In this case, we have P (K) = K . A basis of
Qrot

1

(
K̂

)
is given by

{
ϕ̂h

l−1,0, ϕ̂
h
l−1,1, ϕ̂

h
l−1,2, ϕ̂

h
l−1,3

}
=

{
−3

8

(
x̂2

1 − x̂2
2

)− 1

2
x̂2 + 1

4
,

3

8

(
x̂2

1 − x̂2
2

)+ 1

2
x̂1 + 1

4
,

−3

8

(
x̂2

1 − x̂2
2

)+ 1

2
x̂2 + 1

4
,

3

8

(
x̂2

1 − x̂2
2

)− 1

2
x̂1 + 1

4

}
.

It is straightforward to check that

1

|Êi |
∫
Êi

ϕ̂h
l−1, jds = δij ,

where the edges Êi of K̂ are numbered counter clockwise,
starting with the bottom edge. Let K be an arbitrary mesh cell

and let
(
x̂1, x̂2

) ∈ K̂ be transformed to (x1, x2) ∈ K such that
ϕ̂h

(
x̂1, x̂2

) = ϕh (x1, x2). Thus, the values of the transformed
basis functions can be easily computed by values of the refer-

ence basis functions in K̂ . The reference transformation leads
to a situation as presented in Fig. 7. The local nodal function-
als of Q2 (K) are defined as point values of the local basis
functions of Qrot

1 (K). As pointed out, the evaluation of these

point values can be done in K̂ which gives, independent of K ,

ϕh
l−1,0|K ϕh

l−1,1|K ϕh
l−1,2|K ϕh

l−1,3|K

N K
l,0 3/4 −1/4 −1/4 3/4

N K
l,1 9/8 −1/8 1/8 −1/8

N K
l,2 3/4 3/4 −1/4 −1/4

N K
l,3 −1/8 1/8 −1/8 9/8

N K
l,4 1/4 1/4 1/4 1/4

N K
l,5 −1/8 9/8 −1/8 1/8

N K
l,6 −1/4 −1/4 3/4 3/4

N K
l,7 1/8 −1/8 9/8 −1/8

N K
l,8 −1/4 3/4 3/4 −1/4

Fig. 7. No refined mapped quadrilaterals, Qrot
1 (P (K)) → Q2 (K)

These examples show that the values of the local nodal
functionals N K

l,i

(
ϕh

l−1, j |K

)
are, in general, the same for

a large number of mesh cells. The values can be computed in
a preprocessing step and stored in the data base. In comput-
ing the prolongation, only local matrix-vector products have
to be performed with these values. This strategy is used to
accelerate the computation of the prolongation (5).

An algorithm for computing the prolongation (5) for
a function wl−1 ∈ V h

l−1 looks as follows.
Algorithm. Prolongation. Given the coefficient vector

wl−1 of the finite element function wh
l−1 ∈ V h

l−1, determine the
coefficient vector wl of Pl

l−1(w
h
l−1) ∈ V h

l .

1. for
(
i := 0;i< dim

(
Vhl

) ;i++)
2. wl(i) = 0
3. card(i) = 0
4. endfor
5. for K ∈ Tl
6. for i ∈ Il

(
K,Vhl

)
7. for

(
j := 0;j< dim

(
Vhl−1

) ;j++)
8. if supp

(
ϕl−1,j

)
h|K∩K= ∅

9. continue
10. wl (i) := wl (i)+wl−1 (j)NKl,i

(
ϕl−1,j

h|K
)

11. card (i) := card (i)+1
12. endfor
13. endfor
14. endfor
15. for

(
i := 0;i< dim

(
Vhl

) ;i++)
16. wl (i) := wl (i) /card (i)
17. endfor

3.2.2 The defect restriction. The definition of the operator for
the defect restriction R∗,l−1

l : (
V h

l

)∗ → (
V h

l−1

)∗
uses the pro-

longation operator given in (5). Let dl ∈ (
V h

l

)∗
be a given

defect functional, its restriction to
(
V h

l−1

)∗
is defined by∫

Ω

R∗,l−1
l (dl) ϕh

l−1dx =
∫
Ω

dl P
l
l−1

(
ϕh

l−1

)
dx

for all ϕh
l−1 ∈ V h

l−1. This is the standard definition and since
the prolongation operator turns out to be standard in many
situations, the same holds for the defect restriction operator.

3.2.3 The function restriction. The iterative solution of non-
linear equations leads to linear problems which involve the
current finite element approximation of the solution as param-
eter. Solving these problems with multilevel methods requires
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the assembling of stiffness matrices on coarse levels where
the current finite element approximation of the solution is
needed. To this end, this finite element function has to be re-
stricted to the coarse levels.

We will define a restriction operator Rl−1
l : V h

l → V h
l−1

which maps a finite element function from the finite element
space connected to level l in the multilevel hierarchy to a fi-
nite element function connected to level l −1. This operator
is based on local L2-projections and averaging.

The bases of V h
l and V h

l−1 are again denoted by
{
ϕh

l, j

}
and{

ϕh
l−1,i

}
, respectively. Let vh

l ∈ V h
l with

vh
l =

dim
(

V h
l

)∑
i=1

wl,iϕ
h
l,i

be given. The goal is to compute a function

Rl−1
l

(
vh

l

) =
dim

(
V h

l−1

)∑
i=1

wl−1,iϕ
h
l−1,i .

We consider a mesh cell K on the geometric grid which
is connected with V h

l−1 and assume that K possesses an affine
reference transformation. Local values of the unknown coef-
ficients wl−1,i are determined by the local L2-projection

card
(

Il
(

K,V h
l

))∑
i=1

wl,i |K

(
ϕh

l,i, ϕ
h
l−1, j

)
K

=
card

(
Il−1

(
K,V h

l−1

))∑
i=1

wl−1,i |K

(
ϕh

l−1,i , ϕ
h
l−1, j

)
K

for all j ∈ Il−1
(
K, V h

l−1

)
, where Il

(
K, V h

l

)
is defined in (4).

The transformation to the reference cell K̂ gives

card
(

Il
(

K,V h
l

))∑
i=1

wl,i |K

∫
K̂

ϕ̂h
l,i ϕ̂

h
l−1, j

∣∣det JK
(
x̂
)∣∣ d x̂

=
card

(
Il−1

(
K,V h

l−1

))∑
i=1

wl−1,i |K

∫
K̂

ϕ̂h
l−1,i ϕ̂

h
l−1, j

∣∣det JK
(
x̂
)∣∣ d x̂

for all j ∈ Il−1
(
K, V h

l−1

)
. Since

∣∣det JK
(
x̂
)∣∣ is constant, this

relation simplifies to

card
(

Il
(

K,V h
l

))∑
i=1

wl,i |K

∫
K̂

ϕ̂h
l,i ϕ̂

h
l−1, jd x̂

=
card

(
Il−1

(
K,V h

l−1

))∑
i=1

wl−1,i |K

∫
K̂

ϕ̂h
l−1,i ϕ̂

h
l−1, j d x̂

for all j ∈ Il−1
(
K, V h

l−1

)
. This is a linear system of the form

Gwl|K = Mwl−1|K .

Thus, the local values of the unknown coefficients are given
by

wl−1|K = M−1Gwl|K = Rwl|K . (6)

The matrix R is independent of K . That means, for all other
mesh cells whose basis on the reference mesh cell has the
same form as for K , one also needs the matrix R. This will
be the case very often. E.g., if the grids are refined uniformly
and the same finite element space is used on every level, the
matrix R is needed for each mesh cell on each level! This
matrix R will be computed once and then stored in the data
base. Then, only a local matrix-vector product has to be com-
puted in (6) which leads to a very fast algorithm. The final
restriction is computed by an averaging

wl−1,i = 1

card
(
Tl−1,i

) ∑
K∈Tl−1,i

wl−1,i |K .

For mesh cells with a non-affine reference transformation,
we use for simplicity also (6) such that they are handled in
the same way as mesh cells with an affine transformation.
One can consider this approach also as a function restric-
tion which is a local L2-projection on the reference mesh cell
and which is an approximation of a L2-projection on the ori-
ginal mesh cell. A deterioration of the efficiency of multilevel
solvers for the steady state Navier–Stokes equations on non-
affine quadrilateral and hexahedral meshes using this function
restriction was not observed in [10, 16].
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