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Preface 

A class of finite element methods, the Discontinuous Galerkin Methods (DGM), 
has been under rapid development recently and has found its use very quickly 
in such diverse applications as aeroacoustics, semi-conductor device simula­
tion, turbomachinery, turbulent flows, materials processing, MHD and plasma 
simulations, and image processing. While there has been a lot of interest from 
mathematicians, physicists and engineers in DGM, only scattered information 
is available and there has been no prior effort in organizing and publishing 
the existing volume of knowledge on this subject. 

In May 24-26, 1999 we organized in Newport (Rhode Island, USA), the 
first international symposium on DGM with equal emphasis on the theory, 
numerical implementation, and applications. Eighteen invited speakers, lead­
ers in the field, and thirty-two contributors presented various aspects and 
addressed open issues on DGM. In this volume we include forty-nine papers 
presented in the Symposium as well as a survey paper written by the organiz­
ers. All papers were peer-reviewed. A summary of these papers is included in 
the survey paper, which also provides a historical perspective of the evolution 
of DGM and its relation to other numerical methods. 

We hope this volume will become a major reference in this topic. It is 
intended for students and researchers who work in theory and application of 
numerical solution of convection dominated partial differential equations. The 
papers were written with the assumption that the reader has some knowledge 
of classical finite elements and finite volume methods. 

Finally, we would like to acknowledge the financial support by the Na­
tional Science Foundation, the Department of Energy, and the Army Research 
Office. We especially like to thank Ms. Madeline Brewster who has organized 
the Symposium, collected the papers, typeset this volume, and made this first 
symposium on DGM a success. 

July 1999 The Organizers 
Bernardo Cockburn 

George Em Karniadakis 
Chi-Wang Shu 
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Part I 

Overview 



The Development of Discontinuous Galerkin 
Methods 

Bernardo Cockburn 1 , George E. Karniadakis2 , and Chi-Wang Shu2 

1 School of Mathematics, University of Minnesota, Minneapolis, Minnesota 
55455, USA 

2 Division of Applied Mathematics, Brown University, Providence, Rhode Island 
02912, USA 

Abstract. In this paper, we present an overview of the evolution of the discontin­
uous Galerldn methods since their introduction in 1973 by Reed and Hill, in the 
framework of neutron transport, until their most recent developments. We show 
how these methods made their way into the main stream of computational fluid 
dynamics and how they are quickly finding use in a wide variety of applications. 
We review the theoretical and algorithmic aspects of these methods as well as their 
applications to equations including nonlinear conservation laws, the compressible 
Navier-Stokes equations, and Hamilton-Jacobi-like equations. 

1 Introduction 

Problems of practical interest in which' convection plays an important role 
arise in applications as diverse as meteorology, weather-forecasting, oceanog­
raphy, gas dynamics, aeroacoustics, turbomachinery, turbulent flows, gran­
ular flows, oil recovery simulation, modeling of shallow water, transport of 
contaminant in porous media, viscoelastic flows, semiconductor device simu­
lation, magneto-hydrodynamics, and electro-magnetism, among many others. 
This is why devising robust, accurate, and efficient methods for numerically 
solving these problems is of considerable importance and, as expected, has 
attracted the interest of many researchers and practitioners. 

This endeavor, however, is far from trivial because of two main reasons. 
The first is that the exact solution of (nonlinear) purely convective problems 
develops discontinuities in finite time; the second is that these solutions right 
display a very rich and complicated structure near such discontinuities. Thus, 
when constructing numerical methods for these problems, it must be guar­
anteed that the discontinuities of the approximate solution are the physically 
relevant ones. Also, it must be ensured that the appearance of a discontinuity 
in the approximate solution does not induce spurious oscillations that spoil 
the quality of the approximation; on the other hand, while ensuring this, the 
method must remain sufficiently accurate near that discontinuity in order to 
capture the possibly rich structure of the exact solution. 

These difficulties were successfully addressed during the remarkable devel­
opment of the high-resolution finite difference and finite volume schemes for 
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nonlinear hyperbolic systems by means of suitably defined numerical fluxes 
and slope limiters. Since discontinuous Galerkin (DG) methods assume dis­
continuous approximate solutions, they can be considered as generalizations 
of finite volume methods. As a consequence, the DG methods incorporate 
the ideas of numerical fluxes and slope limiters into the finite element frame­
work in a very natural way; they are able to capture the physically relevant 
discontinuities without producing spurious oscillations near them; see an il­
lustration of this fact in Fig. 1. Notice that the solution itself is not monotone, 
however the overshoot and undershoot are not significant and the averages 
of the solution on the elements are monotone. 

Fig. 1. Burgers equation with periodic boundary conditions and initial data 1/4 + 
sin(1l'(2 x -1))/2. Comparison of the exact and the approximate solutions obtained 
with 4lx = 1/40 at T = 0.40. Top: full domain, bottom: detail; exact solution 
(solid line), piecewise linear solution (dotted line), and piecewise quadratic solution 
(dashed line). 
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Owing to their finite element nature, the DG methods have the following 
main advantages over classical finite volume and finite difference methods: 

- The actual order of accuracy of DG methods solely depends on the ex­
act solution; DG methods of arbitrarily high formal order of accuracy 
can be obtained by suitably choosing the degree of the approximating 
polynomials. 

- DG methods are highly parallelizable. Since the elements are discontin­
uous, the mass matrix is block diagonal and since the size of the blocks 
is equal to the number of degrees of freedom inside the corresponding 
elements, the blocks can be inverted by hand (or by using a symbolic 
manipulator) once and for all. 

- DG methods are very well suited to handling complicated geometries 
and require an extremely simple treatment of the boundary conditions in 
order to achieve uniformly high-order accuracy. 

- DG methods can easily handle adaptivity strategies since refinement or 
unrefinement of the grid can be achieved without taking into account 
the continuity restrictions typical of conforming finite element meth­
ods. Moreover, the degree of the approximating polynomial can be easily 
changed from one element to the other. Adaptivity is of particular im­
portance in hyperbolic problems given the complexity of the structure of 
the discontinuities. 

Although the original DG method has been known since 1973, it was only 
recently that DG methods have evolved in a manner that made them suitable 
for use in computational fluid dynamics and the aforementioned applications. 
In this paper, we introduce the DG methods and give an overview of their 
evolution since their introduction in 1973 by Reed and Hill [145], in the 
framework of transport of neutrons, until their most recent applications, as 
well as their theoretical and computational developments. 

This paper is organized as follows. In section 2, we present the original DG 
method and describe its theoretical and computational developments in the 
framework of linear hyperbolic systems and ordinary differential equations. 
We also review other early applications, its use to discretize in time parabolic 
problems, and its introduction to the numerical approximation of viscoelastic 
flows. 

In section 3, we present the evolution of the DG method for nonlinear 
hyperbolic problems. We show how the first attempts to extend the origi­
nal DG method lead to implicit schemes and how the efforts to use explicit 
schemes lead to the construction of the so-called Runge-Kutta DG (RKDG) 
methods. We show how the RKDG methods incorporated the ideas of nu­
merical flux and slope limiter into the finite element framework to produce 
formally high-order accurate, nonlinearly stable schemes. Finally, numerical 
applications to the Euler equations of gas dynamics are displayed. 

In section 4, we review how the DG methods were extended to convection­
diffusion systems. After presenting some early attempts involving the use of 
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standard mixed methods, we describe the method used by Bassi and Rebay 
whose generalization lead to the so-called local DG (LDG) methods. Then, 
we display applications to the compressible Navier-Stokes equations and to 
MHD. Finally, we mention the Baumann-Oden DG method for the discretiza­
tion of second-order equations and several new developments. 

In section 5, we describe the extension of the RKDG method to Hamilton­
Jacobi equations and the extension of the LDG method to second-order non­
linear degenerate parabolic equations. We ,present an application to move­
ment by mean curvature. 

In section 6, we briefly discuss parallelization and adaptivity for the DG 
methods. We also discuss several implementational issues. The first is the use 
of an orthogonal, tensor-product basis for unstructured grids in 2D and 3D. 
We also discuss quadrature-free implementations of DG methods and point 
out the object-oriented codes currently in use. 

We end this review in section 7, which is devoted to the discussion of open 
problems and future developments. 

2 Linear hyperbolic systems 

2.1 The original DG method for the neutron transport problem 

The original DG finite element method was introduced in 1973 by Reed and 
Hill [145] for solving the neutron transport equation 

(TU+ V· (au) = I, in il, 

where (T is a real number and a a constant vector. The relevance of the method 
was recognized by LeSaint and Raviart who in 1974 [117] published its first 
mathematical analysis. 

To display the method, we multiply the equation by a test function v and 
integrate over an arbitrary subset of il, say K. After a formal integration by 
parts, we get 

where nK denotes the outward unit normal of 8K, and 

(U,V)K = L uvdx, (W,V)8K = [ wvds. 
18K 

Next, we construct a triangulation Th = {K} of il, and take our approx­
imate solution Uh to be a polynomial of degree at most k on each element K 
of the triangulation. The approximate solution Uh is then determined as the 
unique solution of the following weak formulation: 

VK E Th: 
(T (Uh' V)K - (Uh' a· V V)K + (h, V)8K = (I, V)K, 
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where pk(K) denotes the space of polynomials of degree at most k on the 
element K and h is the numerical flux given by 

Note that the value lims!o Uh (x - s a) is nothing but the value of Uh upstream 
the characteristic direction a. As a consequence, the degrees of freedom of 
the approximate solution Uh in the element K can be computed in terms 
of the values of Uh upstream the characteristics hitting 8K. In other words, 
the approximate solution Uh can be computed element by element when the 
elements are suitably ordered according to the characteristic direction a. 

2.2 The DG method for ODEs 

The first analysis of the DG method as applied to ODEs, was performed in 
1974 by LeSaint and Raviart [117) who showed that the method is strongly A­
stable of order 2 k+ 1 at mesh points, and that the Gauss-Radau discretization 
of the DG method is also of order 2 k+ 1 when piecewise polynomials of degree 
k are used. 

It is interesting to note that only one year before the introduction of 
the DG method by Reed and Hill, Hulme [107,108) had studied a method 
for ODEs which used the same weak formulation as the DG method but 
employed a continuous approximate solution Uh; this method is, however, 
only of order 2 k at mesh points. A study of global error control for ODEs for 
this method was carried out in 1994 by Estep and French [84). Another very 
interesting work on DG methods for ODEs was done in 1981 by Delfour, 
Hager and Trochu [70); they introduce a class of DG methods which are 
proven to give an order of accuracy up to 2 k + 2 at the mesh points. Recently, 
Schotzau and Schwab have obtained a new estimate on the size of the time 
step needed to solve the implicit system of equations determined by the DG 
method by means of a simple fixed point iteration technique; see the reference 
in the lecture notes by Schwab [152). 

In 1988, Johnson [112) gave an analysis of error control for the DG method 
for stiff ODEs and later in 1995, Estep (83) extended this analysis to gen­
eral non-autonomous ODEs. Finally, in 1996, Bottcher and Rannacher (37) 
introduced a new adaptive error control technique for ODEs by using the DG 
method. 

2.3 Analysis of the original DG method 

A priori error estimates. In 1974, LeSaint and Raviart [117) made the first 
analysis of the DG method and proved a rate of convergence of (L1x)k in the 
L2(il)-norm for general triangulations and of (L1x)k+l for tensor products of 
polynomials of degree k in one variable defined on Cartesian grids. In 1986, 
Johnson and Pitkaranta [113) proved a rate of convergence of (L1x)k+1/2 for 
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general triangulations and in 1991, Peterson [140] numerically confirmed this 
rate to be optimal. In 1988, llichter [146] obtained the optimal rate of conver­
gence of (Llx)k+l for some structured two-dimensional non-Cartesian grids. 
The issue of the loss of order of convergence was addressed again in 1991 
by Lin and Zhou [120] who proved that the standard Galerkin method using 
bilinear approximations defined on almost uniform Cartesian is of order 2; 
the order of this method for arbitrary meshes is only one. In 1994, Zhou and 
Lin [180] extended this result to piecewise-linear approximations in almost 
uniform triangulations. Then, in 1996 Lin, Van, and Zhou [119] showed first 
order convergence for the DG method using piecewise-constant approxima­
tions. Their result holds for almost uniform grids of rectangles and for almost 
uniform grids of triangles; their technique is based on a key approximation re­
sult. In this volume, Lin [118] reviews this technique and applies it to several 
finite element approximations for hyperbolic problems. Also in this volume, 
Falk [86] reviews several techniques of analysis for finite element methods for 
hyperbolic problems including the DG method and the continuous Galerkin 
method. 

All the above mentioned papers assume that the exact solution is smooth. 
In 1993, Lin and Zhou [121] proved convergence to the weak solution assum­
ing only that the exact solution belongs to Hl/2(n). More recently, Houston, 
Schwab and Siili [102] proved spectral convergence of the DG method assum­
ing that the exact solution is piecewise analytic. In this volume, E. Siili, Ch. 
Schwab, and P. Houston [162] review these results and extends them to h~ 
DGFEM for PDEs with non-negative characteristic form. Finally, Cockburn, 
Luskin, Shu and Siili [54] showed that if the exact solution is in L2 but is 
locally smoother, error estimates can be obtained between the exact solution 
and a suitably post-processed approximate solution. 

Concerning the issue of super-convergence, in 1994, Biswas, Devine and 
Flaherty [36] discovered that the approximate solution of the DG method 
super-converges at the Gauss-Radau points. A rigorous proof of this fact was 
recently found by Adjerid, Flaherty, and Krivodonova [3]; the groundwork 
for this analysis was carried out in 1998 by Adjerid, Aiffa and Flaherty [1]. 
Another indication of super-convergence was obtained by Lowrie [127] who 
reported numerical evidence of the existence of a component of the error of the 
DG method that was (2 k+ 1 )-th. order accurate. This experimental indication 
was put on firm mathematical basis by Cockburn, Luskin, Shu and Siili [55] 
who showed that, assuming that the exact solution is sufficiently smooth, a 
simple post-processing of the approximate solution obtained with polynomials 
of degree k does produce an approximation of order 2k + 1; in this volume, 
they present a short version of this result. Also in this volume, Lin [118] 
proposes a new error estimation technique for finite element approximations 
of hyperbolic problems. 

A posteriori error analysis. In 1990, Stroubolis and Oden [158] studied 
a posteriori error estimates for the DG method. Later, Bey and Oden [33] 
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obtained the first hrr a posteriori error estimates for the DG method; paral­
lelization strategies based on these estimates were developed in 1995 by Bey, 
Patra, and Oden [35] and in 1996 by Bey, Oden and Patra [34]. 

A posteriori error analysis of finite element methods for hyperbolic prob­
lems, including a slight modification of the original DG method, have been 
studied in 1996 by Suli [159] and in 1997 by Suli and Houston [161]; see also 
the 1999 lectures notes on this subject by Suli [160]. 

Wave propagation analysis. An analysis of wave propagation for the DG 
method is given in this volume by Rasetarinera, Hussaini, and Hu [143]. 
Also in this volume is a paper by Sherwin [154] which is devoted to the 
study of numerical phase properties of continuous and discontinuous Galerkin 
methods using a high-order basis (see section 6.2). 

2.4 Early applications of the DG method 

Besides the application of the DG to the simulations of neutron transport 
and to ODEs, applications of this method to the analysis of wave propa­
gation in elastic media was done from 1975 to 1976 by Oden and Wellford 
[173,134,174,175], and to optimal control in 1978 by Delfour and 'frochu [71]. 

2.5 Time discretization of parabolic equations 

Also in 1978, Jamet [110] used the DG method to discretize in time parabolic 
equations and showed that the method was of order k. Since then, several 
authors have studied this method. Thus, in 1985, K. Eriksson, C. Johnson 
and V. Thomee [82] proved that the method was of order 2k + 1 at the nodes 
and later Erikson and Johnson studied the issue of error control in a series of 
papers [77-81] starting in 1987 and ending in 1995. In 1997, Makridakis and 
Babuska [132] studied the effect on adaptive mechanisms on the stability of 
the method. In this volume, Machiels [130] investigates an adaptive proce­
dure for this method based on a new a posteriori error control. Also in this 
volume, Estep and Freund [85] use it to solve nonlinear reaction-diffusion sys­
tems; they show how to use an inexact Newton method preconditioned with 
Krylov-subspace iteration. Finally, Schotzau and Schwab have studied how 
to actually solve the system of equations defined by the DG methods; they 
show that it is possible to decouple the system into several scalar equations 
of the same type; see the lecture notes by Schwab [152]. 

2.6 DG methods for viscoelastic flows 

In 1989, the DG method of Reed and Hill was applied for the first time for 
the numerical computation of viscoelastic flows by Fortin and Fortin [93]. 
The idea was to apply the DG method to the constitutive law relating the 
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so-called extra-stress tensor in terms of the velocity. In this volume, Fortin, 
Beliveau, Heuzey and Lioret (92) review the development of this idea and 
Baaijiens, Bogaerds and Verbeeten (13) study the successes and failures of 
the use of these methods in viscoelastic fluid analysis. A recent application 
of the DG to these problems was pursued in 1998 by Sun, Smith, Armstrong, 
and Brown [163]. 

Mathematical analysis of these methods have been carried out in 1992 by 
Baranger and Sandri [21], in 1995 by Baranger and Wardi [22], in 1997 by 
Baranger and Machmoum [20], and in,1998 by Bahhar, Baranger and Sandri 
[14]. See also the 1996 paper by Baranger and Machmoum [19]. 

2.7 New developments: DG methods for Maxwell's equations 

The equations of (viscous) magneto-hydrodynamics, that include the Maxwell's 
equations, have been discretized with DG methods by Warburton and Kar­
niadakis [171]. Other applications to the Maxwell's equations are presented 
in three papers in this volume. Warburton [169] presents the use of the DG 
method with unstructured polymorphic hp-finite elements; Kopriva, Woodruff 
and Hussaini [116] consider a spectral discontinuous method; and Cai [39] 
deals with the problem of defining the basis functions for electromagnetic 
scattering of curved surfaces. 

3 Nonlinear hyperbolic systems 

3.1 The space DG-discretization 

The success of the DG method for linear hyperbolic problems, made the 
extension to the nonlinear hyperbolic systems 

d 

Ut + L(fi(u))",. = 0, 
i=l 

the natural step in the development of the method. An extension of the 
original DG method can be obtained as follows. To simplify the presentation, 
let us assume that u is a scalar-valued function; in the case of a vector-valued 
u, we proceed similarly component by component. Thus, we multiply the 
above equation by a test function and formally integrate by parts to get 

d d 

(Ut,V)K - ~)fi(U),8"'.V)K + ~)fi(u)(nK)i,v}BK = o. 
i=l i=l 

The approximate solution Uh is now defined as the solution of the following 
weak formulation: 

VK E 7h: 
d 

«Uh)t,V)K - L(fi (Uh),8",.V)K + (h,V}8K = 0, Vv E pk(K), 
i=l 
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where h is an approximation to the trace of 2::=1 fi(u)(nK)i on the boundary 
of the element K, in other workds, it is nothing but an approximate Riemann 
solver; see, for example, Toro [166] and the references therein. This shows that 
the treatment of the boundary conditions is natural and extremely simple. 
Chavent and Salzano [44] used the above DG-space discretization in 1982 for 
the first time in the framework of nonlinear conservation laws. 

Now, it only remains to discretize the above equations in time. However, 
it is not simple to find a time discretization that would result in a stable, 
efficient, and formally high-order accurate method. At this point in the de­
velopment of the DG methods for hyperbolic conservation laws, this was the 
main difficulty. 

3.2 Implicit time-discretizations 

Global time-discretizations. The presence of the nonlinearities fi prevents 
the element-by-element computation of the solution that was possible in the 
linear case considered by Reed and Hill [145]. This is so because it is no 
longer possible to determine the characteristics explicitly. Thus, one is forced 
to use implicit time discretizations and hence, to solve at each time step a 
new nonlinear system of equations. This renders the method computationally 
very inefficient for hyperbolic problems. In 1989, Bar-Yoseph [17] and in 1990, 
Bar-Yoseph and Elata [18] explored this approach. 

Local time-discretizations. A way around this difficulty was found inde­
pendently in 1994 by llichter [148], in 1996 by Lowrie [127] and Lowrie, Roe 
and, van Leer [129], [126] and the work in [157], [179], and [40] by the group 
of Haber and his collaborators. It consists of using space-time elements con­
structed in such a way that a local element-by-element computation is still 
possible. In this volume, Lowrie and Morel [128] use this approach to deal 
with hyperbolic systems with stiff relaxation; Carranza, Fang, and Haber [40] 
use a space-time DM method to the simulation of oxidation-driven fractures 
in super-alloys; and Yin, Acharya, Sobh, Haber, and Tortorelli [179] apply 
this technique to perform elastodynamic analysis (see the application to pre­
cipitate nucleation and growth in aluminum alloy quench processes by Sobh, 
Huang, Yin, Haber, and Tortorelli [157]). Also in this volume, llichter [149] 
considers several ways to carry out this approach. 

It is interesting to note that in 1990, Hulbert and Hughes [106] proposed a 
space-time finite element method for elastodynamics that used a DG method 
in time and a continuous-in-space approximation. This work, reminiscent of 
the approach took in 1978 by Jamet [110] for parabolic equations, can now 
be seen as a step toward the development of fully space-time DG methods 
for hyperbolic problems. 

Analysis of the DG method. To rigorously analyze the DG method in the 
nonlinear case is very difficult; in fact, up to date there are only three results 
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in this direction. The first was established in 1994 by Jiang and Shu [111] for 
one-dimensional nonlinear conservation laws with strictly convex or concave 
nonlinearities. It states that if the approximate solution converges, it con­
verges to the entropy solution; this holds. for any degree of the approximating 
polYnomials. 

The other two results hold for a version of the space-time DG method 
for scalar nonlinear conservation laws that contains an additional term called 
the shock-capturing term. In 1995, Jaffre, Johnson, and Szepessy [109] proved 
the convergence of the approximate solution to the entropy solution. In 1996, 
Cockburn and Gremaud [50] obtained the only a posteriori error estimate for 
this method in the nonlinear case; they also proved, not only convergence, 
but also an error estimate that yields the order of convergence of 1/4 in 
Loo (0, T; L1) for possibly discontinuous solutions. These results hold in any 
number of space dimensions and for any value of the polynomial degree. 

3.3 Explicit schemes: The Runge-Kutta Discontinuous Galerkin 
methods 

The Euler method. To avoid the difficulty of implicit time discretizations, 
in 1982, Chavent and Salzano [44] constructed an explicit version of the DG 
method in the case of a one-dimensional scalar conservation law. They dis­
cretized in space by using the DG method with piecewise linear elements and 
then discretized in time by using the simple forward Euler method. Unfortu­
nately, a classical von Neumann analysis shows that the resulting method is 
unconditionally unstable when the ratio~! is held constant; it is stable if ~! 
is of order 6x. This condition is reasOnable if the method is used in con­
junction with explicit methods for convection-diffusion schemes, as done for 
secondary oil recovery by Chavent and Jaffre [43], but it is a very restrictive 
condition for hyperbolic problems. 

Incorporation of the slope limiter. To improve the stability of the 
scheme, in 1989, Chavent and Cockburn [42] modified the scheme by intro­
ducing a suitably defined slope limiter, following the ideas introduced in 1974 
by van Leer [168]. They thus obtained a scheme that was proven to be to­
tal variation diminishing in the means (TVDM) and total variation bounded 
(TVB) provided that the CFL number, f' ~!, is less than or equal to 1/2; 
convergence of a subsequence is thus guaranteed. Although the numerical 
results indicate convergence to the correct entropy solutions, the scheme is 
only first order accurate in time. Moreover, the slope limiter has to balance 
the spurious oscillations in smooth regions caused by linear instability, hence 
adversely affecting the quality of the approximation in these regions. 

The first RKDG method. These difficulties were overcome by Cockburn 
and Shu in [58], where the first Runge Kutta Discontinuous Galerkin (RKDG) 
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method was introduced. This method was constructed by (i) retaining the 
piecewise linear DG method for the space discretization, (ii) using a special 
explicit TVD second order Runge-Kutta type discretization introduced by 
Shu and Osher in 1988 (155) and in 1989 (156), and (iii) modifying the slope 
limiter to maintain the formal accuracy of the scheme at extrema. The result­
ing explicit scheme was then proven to be linearly stable for CFL numbers 
less than 1/3, formally uniformly second order accurate in space and time, 
and total variation bounded in the means (TVBM). The numerical results 
show second order convergence in smooth regions including at extrema, sharp 
shock transitions (usually in one or two elements) without oscillations, and 
convergence to entropy solutions even for non convex fluxes. 

High-order accurate RKDG methods. In 1989, Cockburn and Shu 
[56) generalized this approach and constructed (formally) high-order accu­
rate RKDG methods for the scalar hyperbolic conservation law. To device 
RKDG methods of order k + 1, they used (i) the DG-space discretization 
method with polynomials of degree k for the space discretization, (ii) a TVD 
Runge-Kutta (k + 1)-th order accurate explicit time discretization, and (iii) 
a generalized slope limiter. The generalized slope limiter was carefully de­
vised to enforce the TVBM property without destroying the accuracy of the 
scheme. The numerical results, for k = 1,.2, indicate (k + 1)-th order order in 
smooth regions away from discontinuities as well as sharp shock transitions 
with no oscillations; convergence to the entropy solutions was observed in all 
the tests. 

In 1994, Biswas, Devine, and Flaherty (36) introduced a new generalized 
slope limiter. Although no stability results have been proven for this gener­
alized slope limiter, it has the advantage of dealing with local critical points 
without the aid of any auxiliary parameter. Another distinctive feature is 
that it can be readily used for hp-adaptivity purposes. 

One-dimensional systems. These RKDG schemes were extended to one­
dimensional systems in 1989 by Cockburn, Lin and Shu [53). 

Multi-dimensional scalar equations. The extension of the RKDG method 
to the scalar multi-dimensional case was done in 1990 by Cockburn, Hou, and 
Shu [51). The main contributions of this extension are (i) some accuracy con­
siderations, and (ii) the extension of the generalized slope limiter. 

It was found that in order to ensure formal accuracy of order k + 1 when 
using polynomials of degree k, quadrature rules, exact for polynomials of 
degree 2 k, should be used for the integrals inside the elements and quadrature 
rules, exact for polynomials of degree 2 k + 1, should be used for the integrals 
on the faces of the elements. 

The construction of the generalized slope limiter was not simple. This 
is so, not only because of the more complicated form of the elements but 
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also because of inherent accuracy barriers imposed by the stability proper­
ties. Indeed, since the main purpose of the slope limiter is to enforce the 
nonlinear stability of the scheme, it is essential to realize that in the multi­
dimensional case the constraints imposed by the stability of a scheme on 
its accuracy are even greater than in the one-dimensional case. Although in 
the one-dimensional case it is possible to devise high-order accurate schemes 
with the TVD property, this is not true in several space dimensions, since in 
1985, Goodman and LeVeque [96] proved that any TVD scheme is at most 
first order accurate. Thus, any generalized slope limiter that enforces the 
TVD property, or the TVDM property for that matter, would unavoidably 
reduce the accuracy of the scheme to first order accuracy. This is why Cock­
burn, Hou and Shu [51] devised a generalized slope limiter that enforced a 
local maximum principle only; maximum principles are not incompatible with 
high-order accuracy. No other class of schemes of second or higher order of 
accuracy has a proven maximum principle for general nonlinearities f and 
unstructured triangulations. 

In 1997, Wierse [177] introduced and studied several interesting new slope 
limiters for formally high-order accurate schemes defined in unstructured 
triangulations. 

Multi-dimensional systems. The extension of the RKDG methods to 
general multi-dimensional systems was initiated in 1991 by Cockburn and 
Shu in [57] and was completed in 1998 in [60] where applications to the Euler 
equations of gas dynamics were displayed. One of the contributions of [60] 
is the construction of anew, practical generalized slope limiter which works 
very well in triangles and rectangles and with piecewise linear and quadratic 
elements. 

In 1996, Devine and Flaherty [73] introduced a parallel adaptive hrr 
refinement techniques for conservation laws using the RKDG methods. 

Numerical experiments for the Euler equations of gas dynamics were per­
formed in 1991 by Bey and Oden [32], in 1997 by Bassi and Rebay [26], in 
1998 by Baumann and Oden [31] and by Warburton, Lomtev, Kirby, and 
Karniadakis [172]. 

3.4 Other explicit time-stepping schemes 

Time-stepping schemes different from the TVD Runge-Kutta time-stepping 
used by the RKDG can give very good computational results. However, it 
remains to be proven that those methods share with the RKDG methods the 
same nonlinear stability properties. 

3.5 The DG methods of Allmaras and Halt 

Totally independently of the just described development of DG methods, 
Allmaras and then Halt explored schemes which would now be considered 
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DG methods. In 1989, Allmaras [5] introduced a DG method for the Euler 
equations of gas dynamics; an earlier version of his algorithm appeared in the 
1987 paper by Allmaras and Giles [6]. He used the Roe parametric variables, 
piecewise linear test functions, a two-point Gauss quadrature rule on the 
edges, and a three-stage second-order Runge-Kutta time stepping method; 
he also took into account the curvature of the boundaries of the domain. 
In 1992, Halt [99] extended Allmaras' work to higher degree polynomials 
and to general unstructured grids in two- and three-space dimensions. His 
numerical test cases include the Ringleb flow, 2-D airfoils and the 3-D Onera 
M6 wing. See also the 1991 and 1992 papers by Halt and Agarwall [100] and 
[101]' respectively. No slope limiters were considered by the above-mentioned 
authors. 

3.6 Numerical experiments: Gas Dynamics 

In what follows, we present some numerical results from some of the papers 
mentioned above and some new results that display the performance of the 
method when applied to the Euler equations of gas dynamics. 

Approximation of the boundaries. In 1997, Bassi and Rebay [26] showed 
with a remarkable experiment, the importance of using a good approximation 
of the boundaries of the space domain. Here, we reproduce some of their 
results to illustrate that point. 

The test problem is the classical two-dimensional isentropic flow around a 
circle. In Fig. 2, part of the grid is displayed and the corresponding solution 
using pI elements is shown. Note that in this grid, the circle is approximated 
by a polygon; since each of the kinks of the polygon introduces non-physical 
entropy production, the approximate solution presents a non-physical wake 
which does not disappear by further refining the grid! By simply taking into 
account the exact shape of the boundary, a remarkably improved approxima­
tion is obtained, as can be seen in Fig. 3. Note also the improvement of the 
approximation as the degree of the polynomials is increased from 1 to 3! 

Spectral convergence. We consider the isentropic flow in the geometry 
shown in Fig. 4; the numerical results we show are from the work of Warbur­
ton, Lomtev, Kirby, and Karniadakis [172]. Low-order methods erroneously 
produce entropy from inlet to outlet for this problem. In Fig. 4 (bottom), 
we show that the entropy errors converge exponentially fast to zero as the 
degree of the polynomials increases. A comparison is shown on the plot of 
the bottom between a fully unstructured and a hybrid discretization; more 
elements are used in the unstructured grid. 

Approximation of contact discontinuities. Now, we consider the classi­
cal double-Mach reflection problem; we show results from the work of Cock­
burn and Shu [60]. In Fig. 5, we show details of the approximation of the 
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Fig. 2. Grid "64 x 16" with a piecewise linear approximation of the circle (top) and 
the corresponding solution (Mach isolines) using pI elements (bottom). 
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Fig. 3. Grid "64 x 16" with exact rendering of the circle and the corresponding pI 
(top), p2(middle), and p3 (bottom) approximations (Mach isolines). 
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Fig. 4. Density contours (top) obtained on a hybrid grid for an inviscid M = 0.3 
flow (left). History of convergence (bottom): Exponential convergence of the error 
is obtained for an unstructured (triangles) and a hybrid (squares) grid. 
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density. Note that the strong shocks are very well resolved with both pI and 
p2 elements. Also, note that there is a remarkable improvement in the ap­
proximation of the density near the contacts when going from pI elements 
to p2 elements. 

Conclusions. The first experiment illustrates the fact that very good ap­
proximations of the boundaries are crllcial. The second experiment shows 
that the DG method can achieve spectral accuracy, and so, that polynomials 
of high degree should be used when dealing with a smooth solution. Finally, 
the last experiment shows that this is also desirable even when the solution 
is not smooth. 

3.7 New developments and applications 

In this volume, Barth [23] presents a new simplified version of the DG meth­
ods for conservation laws that incorporates a symmetrization technique; De­
spres [72] presents a DG method for solving the Euler equation in an axisym­
metric geometry; Gremaud [98] presents an application of the DG method 
to granular flow; and, van der Yen and van der Vegt [167] present a study of 
the accuracy, resolution and computational complexity of a DG method. 

4 Convection-diffusion systems 

4.1 A DG method for convection-diffusion problems 

In 1992, llichter [147] proposed a direct extension of the original DG method 
to linear convection-diffusion equations. llichter proved that if the convection 
is dominant, that is, if the viscosity coefficients were of the order of the 
meshsize, the optimal order of convergence is k + 1/2 when polynomials of 
degree k are used. 

4.2 A coupled Euler/Navier-Stokes solver 

In 1989, Allmaras [5], see also Allmaras and Giles [7], proposed to couple 
his DG method for the Euler equations of gas dynamics and a compressible 
Navier-Stokes solver. The two solvers were applied to different, overlapping 
regions of the computational domain. 

4.3 The Upwind-mixed methods for advection-diffusion 
equations 

In 1991, Dawson [63] introduced the so-called upwind-mixed methods (UMM) 
for advection-diffusion problems. The main idea of these methods is to com­
bine a mixed finite element approximation for the second-order terms with an 
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upwinding for the advective terms. Since the UUM always use discontinuous 
approximations for the solution, this is a very natural combination. In 1993, 
Dawson [64] extended his analysis to multi-dimensions, and in 1998, [66], 
analyzed the application of the method to nonlinear contaminant transport 
equations. All this work was done for the lowest-order Raviart-Thomas space. 
Recently, Dawson and Aizinger [67] considered the UMM that uses the DG 
method as its so-called upwinding scheme and. obtained error estimates for 
arbitrary degree polynomial spaces. For applications of UMM to transport 
problems arising in porous media, see the references in [67]. 

4.4 A DG method for semiconductor device simulation 

Strongly related with the above UMM method are the extensions of the 
RKDG method to nonlinear, convection-diffusion systems of the form 

BtU + V· F(u,Du) = 0, in (0, T) x n, 

proposed in 1995 by Chen, Cockburn, Jerome, and Shu [46] for the hydrody­
namic model for semiconductor device simulation and by Chen, Cockburn, 
Gardner, and Jerome [45] for the quantum hydrodynamic model for semi­
conductor device simulation. In these extensions, approximations of second 
and third-order derivatives of the discontinuous approximate solution were 
obtained by using simple projections into suitable finite elements spaces. This 
projection requires the inversion of global mass matrices, which in [46] and 
[45] are 'lumped' in order to maintain the high parallelizability of the method. 
Since in [46] and [45] polynomials of degree one are used, the 'mass lump­
lng' is justified; however, if polynomials of higher degree were used, the 'mass 
lumping' needed to enforce the full parallelizability of the method could cause 
a degradation of the formal order of accuracy. 

In this volume, Cockburn, Jerome, and Shu [52] review some of the above 
results and addresses the issue of the utility of modeling and simulation in 
determinining properties of semiconductors. 

4.5 DG-mixed methods for Compressible Navier Stokes 

In 1998, Lomtev, Quillen and Karniadakis [125] used the DG-space discretiza­
tion method to deal with the convective part of the compressible Navier­
Stokes equations and used a mixed method to approximate the diffusive part 
of the equations. 

4.6 The method of Bassi and Rebay and the LDG method 

In 1997, Bassi and Rebay [25] proposed an extension of the DG-space dis­
cretization method for the compressible Navier-Stokes equations. In this ap­
proach, the original idea of the DG-space discretization method is applied to 
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both U and D U which are now considered as independent unknowns. Like the 
RKDG methods, the resulting methods are highly parallelizable methods of 
high-order accuracy which are very efficient for time-dependent, convection­
dominated flows. In 1998, Cockburn and Shu [59] introduced the local dis­
continuous Galerkin (LDG) methods, which are a generalization of Bassi and 
Rebay's approach, and proved stability and error estimates for the method. 

The basic idea to construct the LDG methods is to suitably rewrite the 
original system as a larger, degenerate, first-order system and then discretize 
it in space by the DG method. By a careful choice of this rewriting and of 
the numerical fluxes, nonlinear stability can be achieved even without slope 
limiters, just as for the RKDG method in the purely hyperbolic case; see Jiang 
and Shu [111]. The resulting method is element-wise conservative, a property 
which is particularly difficult to preserve with high-order finite elements. 

The large amount of degrees of freedom and the restrictive conditions of 
the size of the time step for explicit time-discretizations, render the LDG 
methods inefficient for diffusion-dominated problems; in this situation, the 
use of methods with continuous-in-space approximate solutions is recom­
mended. However, as for the successful RKDG methods for purely hyperbolic 
problems, the extremely local domain of dependency of the LDG methods 
allows a very efficient parallelization that by far compensates for the extra 
amount of degrees of freedom in the case of convection-dominated flows. 

4.7 The LDG method for purely diffusive problems 

The parabolic case. Next, we illustrate the definition of the LDG method 
as applied to the heat equation with variable diffusion coefficient v(x): 

ut - "V . (v"Vu) = j, in (O,T) x n, 
We then rewrite the above equation as the following first-order degenerate 
system: 

Ut + "V .q= j, 

q + v"Vu = 0, 

in (O,T) x n, 
in (O,T) x n. 

and after multiplying by test functions W and v and formally integrating by 
parts, we obtain 

(Ut,W)K - (q, "VW)K + (q. n,w}8K = (f,W)K, 
1 

(-q, V)K - (u, "V. V)K + (u, V· nK}8K = 0. 
v 

We are now ready to define the LDG-space discretization method: 

'tIK E Th : 
«Uh)t,W)K - (q, "VW)K + (h,W}8K = (f,W)K, 

(.!.qh' V)K - (Uh' "V. V)K + (1£, V· n}8K = 0, 
v 

'tIw E pk(K), 

'tIv E (pk(K»d, 
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where q and it are numerical fluxes that must be carefully defined. 
Independently, in 1994 Giannakouros [95] and in 1997 Bassi and Rebay 

[25], took their numerical fluxes q and it to be the arithmetic average of the 
two values of qh and Uh at the boundary of the elements. Bassi and Rebay 
[25] reported an order of convergence of order k + 1 for even values of the 
polynomial degree k and of order k for odd values and in 1998, Cockburn and 
Shu [59] proved this result. In 1999, Lomtev and Karniadakis [123], showed 
numerical evidence that the method .is exponentially accurate even for highly 
distorted grids. 

In 1998, Cockburn and Shu [59] showed that for a fairly general class 
of numerical fluxes, the LDG methods are of order k when pol:ynomials of 
degree k are used. However, their numerical experiments indicate that the 
order of convergence varies with the definition of the numerical fluxes and 
that a simple choice gives the optimal rate of k + 1; in this volume, Castillo 
[41] gives a proof of this fact. 

The elliptic case. It must be pointed out that when applied to elliptic 
problems, the LDG method can be ill-posed if the numerical fluxes are not 
carefully chosen; this happens, for example, for the fluxes chosen by Gian­
nakouros and by Bassi and Rebay for their original DG scheme. This difficulty 
was overcome in 1997 by Bassi, Rebay, Mariotti, Pedinotti, and Savini [28] 
by means of a suitable modification of their original DG scheme; the result­
ing scheme was then further developed in 1998 by Bassi and Rebay [27]. At 
the same time, Brezzi, Manzini, Marini, Pietra and Russo [38] analyzed this 
problem and found several modifications resulting in well posed numerical 
methods for which they proved optimal error estimates; the scheme devel­
oped in [28] and [27] is one of these methods. 

4.8 Numerical experiments: Compressible Navier-Stokes 

From now on, as is customary in the finite element community, we use p 
instead of k to denote the degree of polynomials. The numerical results we 
show next are from Lomtev and Karniadakis [123]. 

Transonic flow past an airfoil. First we consider a refinement study for 
a transonic flow past an airfoil NACA0012 at an angle of attack 0: = 10°, 
freestream Mach number M a = 0.8, and Reynolds number based on the 
freestream velocity and the airfoil chord equal to Re = 73. The wall tem­
perature is equal to the freestream total temperature. The same problem is 
considered in [25] and is one of the benchmark problems suggested in the 
GAMM (1986) workshop [94]. The mesh is shown in Fig. 6; it extends 4 
chords downstream and consists of 592 elements, which is about one-fourth 
of the number used in [25]. Three different discretizations with p-refinement 
were used corresponding to order 2, 4 and 6. The maximum order used in [25] 
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was 3. In Fig. 7, we plot Mach contours for the first two discretizations (p = 2 
and 4) that show the improvement in the solution as the polynomial order 
is increased. A more quantitative comparison is shown in Table 1 where we 
present the drag and lift coefficients for the three meshes; very good agree­
ment with the results of [25] is obtained. The same is true for the distribution 
of the pressure and friction coefficients around the airfoil as shown in Fig. 8. 

Table 1. Drag and lift coefficients corresponding to different p-refinements. 

Item p=2 p=4 p=6 

Cd 0.68287 0.67858 0.6758 
CI 0.476250.530220.53173 

x 

Fig. 6. Discretization around a NACA0012 airfoil; 592 elements are used. 

Supersonic flow past an airfoil. We now consider a supersonic flow past 
a NACA 4420 airfoil at Mach number 2 and Reynolds number (based on 
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x 

Fig. 7. Mach contour lines for discretization with p = 2 (left) and p = 4 (right). 
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the chord length) 2400; the angle of attack is 20°. The domain extends from 
1.25 chords upstream to 3.75 chords downstream and is discretized with 1492 
triangles. Discretization and density contours and streamlines are shown in 
Fig. 9; the results are identical to earlier results obtained with results using 
a mixed formulation in [125]. Variable polynomial order is used from zero 
(constant elements) around the shock to p = 5 in the wake. No flux limiters 
or filtering were used in this simulation. 

4.9 Numerical experiments: viscous MHD 

The numerical results we show next are from the work of Warburton and 
Karniadakis [171]. 

Simulation of the Orszag-Tang Vortex. We have performed a series of 
detailed simulations in order to investigate the small-scale structure exhib­
ited in MHD turbulence. In particular, we consider a problem first studied 
by Orszag & Tang (1979) [136] in the compressible case and later extended 
by Dahlburg & Picone (1989) [62) to the compressible case. The initial condi­
tions are non-random, periodic fields with the velocity field being solenoidal. 
The total initial pressure consists of the superposition of appropriate in­
compressible pressure distribution upon a flat pressure field corresponding 
to an initial average Mach number below unity. It was found in [136) and 
[62] that the coupling of the two-dimensional flow with the magnetic field 
causes the formation of singularities, i.e. excited small-scale structure, which 
although not as strong as the singularities in three-dimensional turbulence, 
they are certainly much stronger than two-dimensional hydrodynamic turbu­
lence. Moreover, it was found in [62] that compressibility causes formation 
of additional small-scale structure such as massive jets and bifurcation of ed­
dies. Our interest here is to investigate if we can capture these fine features 
both on structured and unstructured meshes, as shown in Fig 10. 

The initial conditions we used were: 

. (211"Y) . (211"x) B . (211"Y). B . (411"x) P = 1, U = -s~n L ,v = s~n y' z = -s~n y.' 'Y = s~n y , 
1 811"x 4 411"x 211"Y 211"x 211"Y 1 411"Y 

P = C + -cos(-) + -cos(-)cos(-) - cos(-)cos(-) + -cos(-) 
4 L 5 L L L L 4 L' 

where C fixes the initial average Mach number and p is the instantaneous 
pressure for the equivalent incompressible flow. 

We first simulate this MHD flow on a hybrid grid consisting of quadrilat­
erals and triangles as shown in Fig.10. We perform the simulations using the 
formulation of Powell [141] for the magnetic field as well as the streamfunc­
tion formulation with the objective of investigating divergence errors in the 
magnetic field. The rest of the parameters of this simulation are given in the 
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Fig. 9. Discretization around a NACA 4420 airfoil (top) and density contours and 
streamlines (bottom) at Mach number 2. 
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x x 

Fig. 10. Hybrid mesh on the left and unstructured mesh on the right used for the 
Orszag-Tang vortex simulations. 

paper by Warburton and Karniadakis [171). In Fig. 11, we plot streamlines 
of the incompressible flow as well as the compressible flow at Mach number 
0.4 and non-dimensional time t = 2.0. These results agree very well with 
the simulations of [62) at the same set of parameters. We note here that 
the compressible flow exhibits structures of finer features compared to the 
incompressible flow but the differences in the magnetic field are less obvious. 

4.10 Baumann-Oden DG method 

In 1998, Baumann and Oden [29) introduced a new DG method for the dis­
cretization of second-order problems; see also the paper by Oden, Babuska 
and Baumann [133). Since the method is not a mixed method, it results in 
fewer degrees of freedom per element, a property that may make it competi­
tive in Navier-Stokes approximations. For diffusion problems, this method is 
stable when polynomials of degree greater or equal to 2; adaptive hp-versions 
for Navier-Stokes equations have been implemented which exhibit exponential 
convergence rates. In this volume, Oden and Baumann [135) consider their 
method for convection-diffusion and the Navier-Stokes equations; see also the 
work done in 1998 by Baumann and Oden in [30). In this volume, Arnold, 
Brezzi, Cockburn and Marini [8) propose a unified framework which contains 
almost all DG methods for elliptic equations including the Baumann-Oden 
method. 

In this volume, Beatrice Riviere and Mary Wheeler [150) presents an 
error analysis of three interior penalty methods, some of which are related 
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Fig. 11. Compressible Orszag-Tang vortex (t=2, instantaneous fields, Mach = 0.4). 
Top: Incompressible flow; Left: Flow streamlines; Right: Magnetic Streamlines. Bot­
tom: Compressible flow; Left: Flow streamlines; Right: Magnetic Streamlines. 
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to the Baumann and Oden method. Also in this volume, an extension of 
the error analysis of the Baumann-Oden DG method to partial differential 
equations with non-negative characteristic form, is presented by Siili, Schwab, 
and Houston [162]. 

4.11 New developments and applications 

In this volume, there are several new contributions to the development of DG 
methods for convection-diffusion problems: 

- Bassi [24] reviews his recent work on the high-order, implicit, DG solution 
of the Reynolds Averaged Navier-Stokes equations coupled with the k­
omega turbulence model closure; Rebay [144] shows how to use a GMRES 
solver in conjunction with the DG method for the compressible Navier­
Stokes equations; and Liu and Shu [122] consider the use of the DG 
method for 2D incompressible flows. 

- Prasad, Milovich, Shestakov, Kershaw, and Shaw [142] present a 3D un­
structured ALE hydrodynamic DG method; and Lomtev, Kirby, and Kar­
niadakis [124] introduce a discontinuous Galerkin ALE method for com­
pressible flows in moving domains. 

- Dawson, Aizinger and Cockburn [68] apply the LDG method to contam­
inant transport; Schwanenberg and Kongeter [153] use the method for 
shallow water equations; and Carranza, Fang, and Haber [40] introduce 
an adaptive DG method for coupled viscoplastic crack growth and chem­
ical transport. 

- Atkins [10] outlines the construction of a robust, high-order simulation 
tool for aerospace applications. 

5 Hamilton-Jacobi and second-order nonlinear 
equations 

5.1 The method 

Recently, Hu and, Shu [104] extended both the RKDG and the LDG method 
to the Hamilton-Jacobi equation 

Ut + H(Du) = t, 
and to the general nonlinear second-order differential equation 

Ut +F(u,Du,D2u) = t, 

for which the mapping r t--t F(r,·,·) is increasing and F(·,·, X) 2:: F(·,·, Y) 
provided that X:::; Y. 

The main idea is to exploit the equivalence of the Hamilton-Jacobi equa­
tion with the conservation law systems satisfied by the gradient of the solu­
tion and utilize the advantage of finite elements in maintaining the solution 
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(not individual components of its gradient) as piecewise polynomials. A least 
square procedure is used to apply the discontinuous Galerkin framework to 
the conservation law system satisfied by the gradients, and the solution is 
recovered from its gradients by using again the Hamilton-Jacobi equation. 
Numerical results indicate that it is very important to keep the solution itself 
a polynomial and use the least square procedure. 

5.2 Numerical experiment: Motion by mean curvature 

To illustrate the performance of the DG method, we consider the initial value 
problem for the following nonlinear second-order differential equation: 

<Pt - (1 - t:K) J1 + <P; + <P~ = 0, 0 < x < 1, 0 < y < 1, 

<p{x, y, 0) = 1 - i(cos 27rx - 1) (cos 27rY - 1), 

where K is the mean curvature defined by 

K= 
<p",,,,(1 + <p~) - 2<p",y<p",<py + <pyy{l + <p;) 

(1 + <p; + <p~)~ 

and t: is a small constant. Periodic boundary conditions are imposed. This 
problem was studied in 1998 by Osher and Sethian [137] by using the finite 
difference ENO schemes. 

We can see that the resolution is excellent even without using any lim­
iters. The singularity of the solution is captured sharply without noticeable 
oscillations. 

5.3 New developments 

In this volume, Hu, Lepsky and Shu [103] present a study of the least square 
procedure for DG methods for Hamilton-Jacobi equations. Also, Augoula and 
Abgrall [12] develop a new algorithm for Hamilton-Jacobi equations. 

6 Parallelization, adaptivity and implementational 
issues 

6.1 Parallelization and adaptivity 

Parallelization strategies for the steady-state transport equation were devel­
oped in 1995 by Bey, Patra, and Oden [35] and in 1996 by Bey, Oden and 
Patra [34]. They were based on the 1996 hp- a posteriori error estimate ob­
tained by Bey and Oden [33]. 

In 1994, Biswas, Devine, and Flaherty [36] carried out the first study of 
parallelization and adaptivity for RKDG methods for nonlinear conservation 
laws; a remarkable feature of this study is the use of their generalized slope 
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Fig. 12. Propagating surfaces, rectangular mesh, c = O. 

limiter to perform adaptive limiting. In 1996, Devine and Flaherty [73] de­
vised a parallel adaptive hp-refinement techniques for hyperbolic systems in 
2 space dimensions; a local time-stepping was used. The crucial issue of load 
balancing, which addresses the tension between parallelization and adaptiv­
ity, was considered in 1993 by Devine, Flaherty, Wheat, and Maccabe [75] 
for two-space dimension problems, and for three-space dimension problems in 
1994 by deCougny, Devine, Flaherty, Loy, and Ozturan [69], and by Ozturan, 
deCougny, Shephard, and Flaherty [138], and in 1995 by Devine, Flaherty, 
Loy, and Wheat [74] . Parallel strategies, like predictive load-balancing, with 
local time-stepping techniques in the three-dimensional case have been de­
vised and tested in 1997 by Flaherty, Loy, Shephard, Szymanski, Teresco, and 
Ziantz [91], in 1998 by Flaherty, Loy, Ozturan, Shephard, Szymanski, Teresco 
and Ziantz [89], and in 1999 by Flaherty, Loy, Shephard, Simone, Szymanski, 
Teresco and Ziantz [90]. Recently, Teresco, Beall, Flaherty, and Shephard 
[165] extended this work and devf'Jloped the TRELLIS framework and the 
RPM parallel data management. In this volume, Flaherty, Loy, Shephard 
and Teresco [88] report on the newest development of this technique. 

In this volume, Aharoni and Barak [4] present an iterative, asynchronous 
parallel algorithm for PDEs using DG discretizations. 
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Fig. 13. Propagating surfaces, rectangular mesh, c = 0.1. 

6.2 Spectral/hp Element Methods - The Basis 

DG methods are particularly efficient when they are combined with high­
order discretization. To this end, Karniadakis and Sherwin [114) and War­
burton [170) have developed a hierarchical tensor-type basis extending the 
original ideas of Dubiner [76). This basis is appropriate for hybrid discretiza­
tions, it is a combination of structured and unstructured domains consisting 
of polymorphic subdomainsj for example, tetrahedra, hexahedra, triangular 
prisms, and pyramids. For each of these sub domains they have developed a 
polynomial expansion based upon a new local co-ordinate system [114). These 
expansions are polynomials in terms of the local co-ordinates as well as the 
Cartesian co-ordinates (6,6, 6). This is a significant property as primary 
operations such as integration and differentiation can be performed with re­
spect to the local co-ordinates but the expansion may still be considered as 
a polynomial expansion in terms of the Cartesian system. 

An important property is that these expansions are orthogonal in the Leg­
endre inner product. To wit, we define three principle functions ¢f(z) , ¢~j(z) 
and ¢'ijk(z) in terms of the Jacobi polynomial p;,{3(z) as: 
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Using these functions we can construct the orthogonal polynomial expansions: 

Hexahedral expansion: Prismatic expansion: 
¢pqr(6, 6, 6) = ¢;(6)¢:(6)¢~(6) ¢pqr(6, 6, 6) = ¢;(6)¢:(1J2)¢~r(6) 

Pyramidic expansion: Tetrahedral expansion: 
¢pqr(6,6,6) = ¢;(111)¢:(112)¢~qr(113) ¢pqr(6,6,6) = ¢;(l1d¢~q(112)¢~r(113) 

where 

111 - 2(1 + 6) - 1 
- (-6 -6) , 

- _ 2(1 +6) 1 
111 - (1 - 6) - , 

_ 2(1 +6) 1 
112 - (1 - 6) - , 

are the local co-ordinates illustrated in figure 14. 

~-"~' 
I.. 

l(1~ 1 I] , =~, ~ -"""-, l(1~,) 
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C7 ~~~ 5 
Fig. 14. The local coordinates (6.6,6). 

113 = 6 , 
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6. 
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The hexahedral expansion is simply a standard tensor product of Legendre 
polynomials (since P2'o (z) = Lp (z)). In the other expansions the introduction 
of the degenerate local co-ordinate systems is linked to the use of the more 
unusual functions ¢~j(z) and ¢fjk(Z). Both these functions contain factors 
of the form e;Z)p which is necessary to keep the expansion a polynomial 
of the Cartesian co-ordinates (6,6,6). For example, the co-ordinate 112 in 
the prismatic expansion necessitates the use of the function ¢~r(6) which 

introduces a factor of C-;6 r. The product of this factor with ¢:(112) is a 
polynomial function in ~2 and 6. Since the remaining part of the prismatic 
expansion, ¢;(~1)' is already in terms of a Cartesian co-ordinate, the whole 
expansion is a polynomial in terms of the Cartesian system. 

The polynomial space, in Cartesian co-ordinates, for each expansion is: 

p = Span{~f ~~ ~3} (1) 
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where pqr for each domain is 

Hexahedron 0 ::; p ::; Pi, 0 ::; q ::; P2 , 0 ::; r ::; P3, 
Prism 0::; p::; Pi, 0::; q ::; P2, 0::; q + r ::; P3 , 

Pyramidic 0::; p::; Pi, 0::; q ::; P2 , 0::; P + q + r ::; P3 , 
(2) 

Tetrahedron 0 ::; p ::; Pi, 0 ::; p + q ::; P2 , 0 ::; p + q + r ::; P3 • 

The range of the p, q and r indices indicate how the expansions should be 
formed to generate a complete polynomial space. We note that if Pi = P2 = 
P3 then the tetrahedral and pyramidic expansions span the same space and 
are in a subspace of the prismatic expansion which is in turn a subspace of 
the hexahedral expansion. 

An important property of the hybrid spectral basis is that it is orthogo­
nal in the new coordinate system. This simplifies greatly the discontinuous 
Galerkin formulation, since all mass matrices are diagonal and their inversion 
is trivial. 

6.3 Quadrature-free implementations 

In 1998, Atkins and Shu [11] introduced the first quadrature-free implemen­
tation of the RKDG and LDG methods. The idea is to use an easily manipu­
lated local basis, such as the local basis used in the Taylor expansions at the 
center of the cell, and expand the nonlinear terms in a (suitably truncated) 
polynomial in this local basis based on the solution itself. The integration of 
products of polynomials in this local basis can be precomputed and stored, 
in fact a similarity transformation allows one to only store extensive data for 
one reference object in each class of elements (triangles, quadralaterals, ele­
ments with curved boundaries, etc.). Significant speed up can be obtained for 
linear problems and simple nonlinear problems such as Euler equations with 
only multiplicative nonlinearity and one division (by density). The coding 
structure is also simplified in this formulation. 

6.4 Object-oriented implementations 

Several object-oriented implementations of DG methods have already been 
developed. The code NEKTAR (freeware), developed at Brown University, 
is written in C++ and MPI for parallel implementation, is being currently 
used in more than twenty universities, national laboratories, and industries. 
As pre-processor, it uses the code FELIS A [139] to generate 2D and 3D grids 
and METIS [115] for parallel domain decomposition. Specifically, to obtain 
the partition of the 3D mesh for simulation of compressible N avier-Stokes 
and viscous MHD, NEKTAR uses a multi-level graph theoretical approach, 
similar to the one used in METIS, which, however, takes into account the 
p-modes on each element by using appropriate weights. The code allows for a 
variable polynomial order per element and for all different shapes of elements 
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including tetrahedra, hexahedra, triangular prisms, and pyramids using the 
tensor-product Jacobi basis described earlier. This discretization flexibility is 
useful for complex geometry simulations, especially for viscous compressible 
and MHD flows and leads to large parallel efficiencies due to the high volume­
over-surface ratio associated 'with the p-expansions. 

The TRELLIS framework and the RPM data management system are 
also object-oriented implementations; see the 1998 paper by Teresco, Beall, 
Flaherty and Shephard [165]. 

In this volume, Atkins [10] reports on efforts towards the contruction of a 
high-order simulation tool for aerospace applications based on DG methods. 
Also, Prasad, Milovich, Shestakov, Kershaw and Shaw [142] destribe a 3D 
ALE version of a DG method for solving hydrodynamic problems relevant to 
inertial confinement fusion. 

7 Open problems and concluding remarks 

7.1 Open problems and future developments 

One of the main challenges for the development of finite element methods is 
the construction and analysis of efficient techniques for problems in computa­
tional fluid dynamics. In what follows, we discuss open questions and future 
developments for one of those methods, the DG methods. 

Local conservativity. It is well known that practioners in the area of nu­
merics for nonlinear conservation laws, overwhelmingly prefer locally conser­
vative numerical schemes. This is not the case for elliptic or parabolic equa­
tions, however, for which the widely used classical finite element methods are 
not locally conservative. These points of view clearly clash when the issue of 
how to approximate convection-diffusion problems arises. A deep analysis of 
these two properties constitutes a very interesting open problem. An effort 
in this direction can be found in this volume in the paper by Hughes, Engel, 
Mazzei, and Larson [105]. 

Slope limiters. An important component of the RKDG method for tran­
sient nonlinear hyperbolic systems is the generalized slope limiter. Although 
this slope limiter does not seem to be needed in computations involving dif­
fusive flows, it is necessary for the current DG methods for purely hyperbolic 
problems. The slope limiter used in the RKDG methods involve a parameter 
(which in one-dimensional scalar conservation laws is nothing but an upper 
bound of the second-order derivative of the solution at critical points) by 
means of which the limiting does not destroy accuracy at critical points. An 
efficient way of estimating this parameter in terms of the computed approx­
imate solution remains to be obtained. Another challenging problem is how 
to devise a slope limiter that is free from such a parameter. Finally, since the 



The Development of Discontinuous Galerkin Methods 37 

slope limiter is computationally expensive, it would be very useful to devise a 
DG method that does not have a slope limiter and remains nonlinearly stable 
and high-order accurate. 

Time-steppping. High-order accurate time-discretizations which are capa­
ble of treating the convective terms explicitly and the diffusive term implicitly, 
if necessary, have not been developed yet and are in high demand nowadays. 

Also, in order to be able to do adaptivity while maintaining the high 
parallelizability of the DG methods, new high-order accurate time-stepping 
methods would have to be created which could use different time steps at dif­
ferent locations. The use of space-time DG methods could be a possible way 
of overcoming this difficulty, but they tend to be rather difficult to code- and 
are not very efficient. Another possibility is to extend to high-order accurate 
schemes the approach used in 1995 by Dawson [65] to devise a first-order ac­
curate, conservative variable time-stepping schemes. Non-conservative time­
stepping methods can also lead to efficient time-discretizations, but one has 
to be very careful to exert a tight control on the loss of mass, especially 
near the discontinuities. A very interesting example is the local time step­
ping technique introduced in 1997 by Flaherty, Loy, Shephard, Szymanski, 
Teresco, and Zianz [91]. 

Quadrature crimes and over-integration. In 1998, Atkins and Shu [11] 
introduced a quadrature-free implementation of the RKDG method. They 
used truncated expansions of the nonlinear integrands that could then be 
evaluated exactly. A challenging problem is to determine the way the above 
mentioned expansions have to be truncated to ensure both stability and ac­
curacy of the resulting DG method. 

In this volume, Lomtev, Kirby, and Kamiadakis [124] show that, in or­
der to produce high-quality approximations, over-integration of one or even 
two extra degrees of accuracy is necessary when steep gradients on the ap­
proximate solution appear near the boundary. Although the LDG method 
have been proven to be stable, even for nonlinear convection, see [59], such 
result assumes exact integration. A systematic study of the dependence of 
the stability of the LDG method for nonlinear convection with respect to the 
quadrature rules is an interesting open problem. For elliptic equations, work 
in this direction was pursued in 1990 by Maday and Ronquist [131] on the 
hp-Galerkinj spectral method. 

Approximation of singularities. It is very well known that singularities 
often appear in nonlinear and even linear flows. In the past, to deal with those, 
ad hoc strategies have been employed. An example is the idea introduced in 
1984 by Woodward and Colela [178] to deal with the comer singularity of 
the forward facing step test problem. In 1998, Cockburn and Shu [60] showed 
that to deal with that singularity, it is enough to simply refine the mesh 
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around the corner, as it is customary in standard finite element methods. A 
significant effort towards a systematic handling of singularities, in particular 
in fluid dynamics, is being carried out by Schwab [151], [152]. 

Steady-state computations Efficient solvers for steady-state computa­
tions need to be developed; these solvers are also needed when implicit dis­
cretizations in time are used. In this volume, Rebay [144] shows how to use 
the GMRES for DG methods for compressible Navier-Stokes equations. 

Error estimation. Several a priori and a posteriori error estimates are 
currently available for DG methods. For the linear case, see, for example, the 
review of a priori error estimates in the lecture notes of Cockburn [47], [48]; 
for a posteriori error estimates, see the lecture notes of Suli [159], [160]. See 
also the recent papers by Falk and Richter [87], by Houston, Schwab, and Suli 
[102] and the paper in this volume by SUli, Schwab, and Houston [162]. For 
the nonlinear case, see the 1996 paper by Cockburn and Gremaud [50] and 
the 1999 lecture notes by Cockburn [49]. This is a rapidly developing area 
that deserves special attention since its development will lead to computations 
with a preassigned, guaranteed accuracy. Refinements of the above mentioned 
results and adaptivity strategies based on them which fully take advantage 
of the use of discontinuous approximations will be developed in the coming 
years. 

Super-convergence. In 1994, Biswas, Devine, and Flaherty [36] gathered 
numerical evidence that, when rectangular elements are used, the approxi­
mate solution of the DG method super-converges at the Gauss-Radau points 
and exploited this for adaptivity purposes. This fact was recently proven [3]; 
see also the papers by Adjerid, Aiffa and Flaherty [2] and [1]. The search for 
super-convergence points in simplexes remains an interesting open problem. 
Also, the way to exploit the super-convergence of the postprocessed solution 
obtained by Cockburn, Luskin, Shu arid Suli [54] for adaptivity purposes 
remains a challenging open problem. 

Multiresolution analysis. The incorporation of multiresolution analysis 
into the finite element method is an exciting undertaking (which has to be 
differentiated from the standard finite element hp-refinement). One of the 
main difficulties is devising of wavelets satisfying boundary conditions, but 
with the use of the DG method this is no longer a requirement. As a conse­
quence, the use of wavelet-based discontinuous Galerkin methods constitutes 
a possible breakthrough in this direction. In this volume, Coult [61] provides 
a most needed introduction to the subject. 
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Relation of the LDG method with other methods. 

- Mixed methods for elliptic equations. When applied to elliptic equa­
tions, the LDG method can be considered to be a mixed method. How­
ever, it was originally devised by using discretization techniques closer to 
convective problems rather that to elliptic ones. This is reflected, for ex­
ample, in the fact that error estimates for LDG methods can be obtained 
without having to deal (explicitly) with the classical inf - sup condition! 
The relationship of the LDG method with standard and stabilized mixed 
methods (and their hybridization) for elliptic equations is still unexplored. 

- Penalty methods for elliptic equations. The relation of the LDG 
method with the DG method of Baumann and with the interior penalty 
methods of Baker [15] (1977), Wheeler [176] (1978), Arnold [9] (1982), 
and Baker, Jureidini, and Karakashian [16] (1990), is another interesting 
open problem. In this volume, Arnold, Brezzi, Cockburn and Marini [8] 
propose a unified framework that includes almost all the numerical meth­
ods proposed for elliptic equations that use totally discontinuous finite 
element discretizations. 

- Upwind-Mixed Methods The relation between the Upwind-Mixed 
Methods introduced by Dawson [63], [64], [65], [66], and [67] and the 
LDG methods remains unexplored. In this volume, a first step towards a 
thorough comparison of these methods is presented by Dawson, Aizinger, 
and Cockburn [68]. An interesting point is to find out if the use of dis­
continuous discretizations of second-order terms have any advantage over 
the classical mixed finite element approximations. 

- Streamline diffusion methods. The relationship between DG meth­
ods and streamline-diffusion methods is quite close but has never been 
studied. For example, Cockburn and Gremaud [50] analyzed these two 
methods as applied to the nonlinear scalar conservation law with the 
same technique. See the work of Houston, Schwab and Stili [102) in this 
direction. Also, there is a close relationship between the generalized slope 
limiters that some DG methods use and the so-called shock-capturing 
terms embedded in the definition of the streamline diffusion methods; 
this relation is still unexplored. An effort in this direction is the paper 
in this volume by Hughes, Engel, Mazzei, and Larson [105] in which a 
comparison of discontinuous and continuous methods is offered. 

- The cell discretization method. In this volume, Greenstadt [97] and 
Swann [164] review their work on the so-called cell discretization method. 
This is a very interesting method related to nonconforming methods for 
elliptic equations and possibly to some DG methods. 

7.2 Conclusion 

Let us conclude this review by saying that the future development of DG 
methods which will take place in the next few years is an exciting scien­
tific undertaking. Witnesses to the rapid incorporation of the finite element 
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methodology in computational fluid dynamics are the books by Schwab [151] 
and Sherwin and Karniadakis [114]; see also the lecture notes of Cockburn 
[47], [48], Schwab [152]' and Siili [159], [160]. 
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Abstract. The discontinuous Galerkin method is seemingly immune to many of 
the problems that commonly plague high-order finite-difference methods, and as 
such, has the potential to bring the robustness of low-order methods and the ef­
ficiency of high-order methods to bear on a broad class of engineering problems. 
However the dependence of the method on numerical quadrature has significantly 
increased the cost of the method and limited the use of the method to element 
shapes for which quadrature formulas are readily available. A quadrature-free for­
mulation has been proposed that allows the discontinuous Galerkin method to be 
implemented for any element shape and for polynomial basis functions of any de­
gree. 

1 Introduction 

A wide variety of high-order methods have long been used for the detailed 
analysis of physical problems. Like most good experiments, such detailed 
analyses are usually performed for a highly simplified case in order to create 
a controlled environment. The controlled environment allows a better un­
derstanding of the physical mechanisms at work, and allows cause - effect 
relationships to be clearly identified. However, in too many cases, the primary 
driver on the road to simplification is the need to eliminate influences that 
may adversely affect the numerical accuracy of the simulation or to contain 
the cost of the calculation. 

In the aerospace engineering community, the majority of experiments, 
both conventional and numerical, are performed to evaluate the performance 
of a particular vehicle or vehicle component. In this situation, there is a 
limit to the degree of simplification that can be made. Although high-order 
methods offer the potential of providing accurate and inexpensive solutions, 
low-order methods are most often used. These real world problems usually 
introduce features that render high-order methods ineffective if not totally 
unusable. More often then not, the difficulty is traced to the grid on which 
the computation is performed; however, boundary conditions can also be a 
factor. Although low-order methods are less accurate, they are robust and 
reliable. Engineers needing results are more willing to use a low-order method 
on the finest mesh they can afford, than use a high-order method on a coarser 
mesh and risk not getting any usable results. 
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The discontinuous Galerkin method has only recently been applied in 
the computational fluid dynamics community[I-4]j however, the method has 
shown itself to be immune to many of the problems that plague traditional 
high-order finite-difference and finite-volume methods. In particular, the dis­
continuous Galerkin method is readily applied to unstructured grids, which 
are easily generated about even the most complex geometries. As a bonus, 
the discontinuous Galerkin method has been shown to be insensitive to the 
smoothness of the mesh. Finally, the compact formulation of the discontinu­
ous Galerkin can be applied in the neighborhood of a boundary without mod­
ification, which greatly increases the robustness and accuracy of any bound­
ary condition implementation. As such, the discontinuous Galerkin method 
has the potential to bring the efficiency and accuracy of high-order methods 
enjoyed by the research community to the broader engineering community 
where robustness is a necessity. 

Although the discontinuous Galerkin method is less susceptible to prob­
lems that commonly plague finite-difference schemes, it is not without a few 
weaknesses. The method has been labeled as expensive, and although in prin­
ciple it is readily applied to any element shape, it is most often used with 
quadrilateral and hexahedral elements. Both problems arise from the use of 
numerical quadrature for the evaluation of integrals contained in the formu­
lation. In an effort to remove these restrictions and provide a more efficient 
implementation, Atkins et.al.[4] introduced the quadrature free form of the 
discontinuous Galerkin method. This article reviews the quadrature-free for­
mulation and implementation, and provides examples of its use for linear 
wave propagation. 

1.1 Notation and Numerical Formulation 

Given an equation of the form 

~~+V'.F(Q)=S(Q) , (1) 

we write the method for a single arbitrary element [} in terms of a co­
ordinate system (e, 11, () that is local to that element. The discontinuous 
Galerkin method is obtained by approximating the solution in [} in terms 
of an appropriate local set of basis functions Q ~ V = L:f=l Vkbk, where 
{bk 11 :::; k :::; N}, and by performing a local integral projection of equation 
(1) onto each basis function in the set. The coefficients of the approximate 
solution Vk are the new unknowns, and the local integral projection generates 
a set of equations governing these unknowns. The projection equations are 
expressed in the weak form 

(2) 
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where E denotes the number of edges, if denotes the trace of Von edge e, 
W denotes the trace of the approximate solution in the neighboring element 
on edge e, F~(if, W) denotes an approximate Riemann flux, 

J - a(x, y, z) d I I 
- ( )' an J = J . a {,7],( 

The term edge will be used to refer to any segment of an element boundary 
that is shared with a neighboring element or with the physical boundary of 
the domain. In the present work, the basis functions are polynomials of the 
form {'7]m(n for l+m+n ~ p, and the approximate Riemann flux is modeled 
by a simple Lax-Friedrichs flux of the form FR(V, W) == [F(V) + F(W) -
A(W - V)]/2 where A is greater than the maximum absolute eigenvalue of 
the Jacobian aF/aV. 

Implementation by Numerical Quadrature. The discrete form of equa­
tion (2) is usually obtained by evaluating the integrals using numerical quadra­
ture formulas of the required order[5]. Although this approach is simple and 
straightforward, the associated computational cost is high, and the lack of 
suitable quadrature formulas has restricted practical applications to simple 
elements or relatively low order solution approximations. Numerical quadra­
ture is most efficient when the unknown variables are stored at the quadrature 
points (e.g., a collocation method); however, in the implementation of the dis­
continuous Galerkin method, the common practice is to store the coefficients 
of the solution expansion, as described above. As such, an order-N operation 
is required at each of the N q quadrature points simply to obtain the data 
required to evaluate the numerical quadrature. 

Optimal quadrature formulas are not generally available for arbitrary ele­
ments shapes of arbitrary order, and this has restricted the application of the 
discontinuous Galerkin method. Tensor products of one-dimensional quadra­
ture formulas can be used to integrate quadrilateral and hexahedral elements 
to any required degree. However, as seen in table 1, the number of terms 
in the quadrature summation N q exceeds the number of unknowns N by a 
considerable margin. For instance, for p = 4 in three dimensions Nq/ N > 3.5. 

Table 1. Variation of Nq/N with p 

p o 

Nq/N for 2D 1 
Nq/N for 3D 1 

2 4 10 00 

1.5 1.666 1.833 2.0 
2.7 3.571 4.654 6.0 



56 H.L. Atkins 

Dubiner[6] introduced a procedure in which triangles and tetrahedrons 
are mapped into quadrilaterals and hexahedrons such that tensor products 
of one-dimensional quadrature formulas can be applied. This approach was 
further extended and applied to finite-element formulations by Sherwin and 
Karniadakis[7]. Aside from Dubiner's approach, there is not general procedure 
for deriving quadrature formulas of arbitrary order for elements such as tri­
angles or tetrahedrons. For these general elements, near optimal quadrature 
formulas have been computed numerically and tabulated for only a limited 
range of p. This has restricted most implementations of the discontinuous 
Galerkin method to quadrilateral, hexahedral, Or relatively low-order trian­
gular elements. 

Quadrature-Free Implementation. The quadrature-free approach[4] was 
developed to circumvent this difficulty and to allow the discontinuous Galerkin 
method to be easily and efficiently implemented on general unstructured grids 
to any order of accuracy. To implement the quadrature-free approach, the 
fluxes and sources are also written as an expansion in terms of the basis 
functions: 

M 

F(Q) ~ ~fi(V)bi' 
j=1 

M 

S~~Sibi 
j=1 

When F(Q) is a linear function of Q, then M = N, and the expansion is 
trivial and exact. When the flux is a non-linear or a linear but non-constant 
coefficient function of Q, then the degree of the flux expansion must be at 
least p + 1 and M will be greater than N. The same comment applies to the 
source term S except that the source expansion may be truncated to degree 
p. 

Similar treatment of the approximate Riemann flux is only slightly more 
complex due to the fact that the solutions on either side of an interior edge 
are defined in terms different coordinate systems. However, this difficulty is 
easily resolved by rewriting the trace of V and W on edge e in terms of a coor­
dinate system (te, 7]e) associated with the edge. That is, Ve = 2::=1 Ve.kbe.k, 
and We = 2::=1 We.kbe.k, where be.k denotes a basis function associated with 
the edge coordinate system on edge e. This, of course, is just a coordinate 
transformation, and the coefficients ve are easily computed from v by a linear 
matrix operator [vel = Te [v]. The trace of the flux can be computed either 
by taking the trace of the volume flux, [Ie] = Te [J- 1Jfi . n], or by recom­
puting the flux from the trace of the solution. Generally, the later is prefered 
for a linear problem. Now the approximate Riemann flux can be expanded 
in terms of be.k as 

M M 
F~ = ~ f~kbk = ~ [/e.k(V) + le.k(W) - A (We.k - Ve.k)] be,k/2 

k=1 k=1 
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without regard for the type of element or the orientation of the coordinate 
system of the adjacent elements. 

Now that the functional forms of the solution, source, and fluxes are 
explicit, the integrals are analytically evaluated to give 

E 

a~k] + A. J-1J [/j] + EBe [J~jl = [8k], 
e=l 

(3) 

where 

The matrices M, A, and Be depend only on the type of the computa­
tional element and the degree of the approximate solution p. Thus, the set of 
matrices associated with a particular type of computational element can be 
precomputed and applied in all elements that map to it. Finally, as a result 
of symmetry in the computational elements, the matrices A, Be, and Teare 
sparse such that the work required to evaluate the integrals is proportional 
to N /2 instead of 3 to 6 times N. 

Discussion 

Though clearly the quadrature-free approach is ideally suited for linear prob­
lems, the approach has been applied to non-linear problems. Previous work[8] 
suggest this approach may offer some advantages with regard to shock cap­
turing; however, this is beyond the scope of this article. In the following 
sections, the quadrature-free approach applied to the solution of the linear 
Euler equations for acoustic wave propagation. The first section describes 
the treatment of curved wall; the second section presents a three-dimensional 
simulation using a tetrahedral mesh. Detailed validation studies can be found 
in reference~ [4,8-10]. 

Modeling of Curved Walls. Curved walls can be modeled with at least 
second-order accuracy by straight line segments. However, a high-order treat­
ment of a curved wall is easily supported by allowing the edge of the compu­
tational element to be curved as shown in figure 1. The matrices A, Be, and 
T e can still be evaluated exactly and in advance of the simulation as in the 
usual implementation; however, each element adjacent to a curved wall has 
a distinct set of matrices, and the A and Be matrices are full. Experience 
indicates that the number of curved sided elements required is a small per­
centage of the total number of elements, thus the additional storage is not 
significant. 

Figure 2 shows two solutions in which an acoustic pulse, originating from 
a point 6 radii from a cylinder, has passed over the cylinder to produce 
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Fig. 1. Mapping for curved wall element. 

a reflection. In the extreme case shown, the half cylinder is modeled with 
only two elements. In figure 2(b), the curved sides are approximated by cubic 
polynomials, and the form of the reflection is clearly improved. Figure 3 shows 
the convergence of the solution as the average mesh spacing ~S is reduced. 
The L2-normof the difference in pressure, relative to a reference solution 
computed on a fine grid (~S = 0.0498), is measured at a large number of 
points uniformly distributed in the region 0.63 < r < 2.0,0 < () < 71'/2 . The 
case with the cubic approximation for the wall maintains a fifth-order rate 
of convergence over the range of grids tested. The rate of convergence for the 
case with the linear approximation for the wall drops to less than third order 
as the mesh is refined. 

a . Linear wall segments. b. Cubic wall segments. 

Fig.2. Reflection of cylindrical pressure pulse off of solid cylinder. 

Three Dimensional Simulations. A computation is presented for the 
propagation and reflection of an acoustic pulse from a blended-wing-body 
configuration. A tetrahedron mesh having 78048 elements was generated by 
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Fig. 3. Convergence of solution error with grid refinement. 

AFLR3[ll]. The simulation was performed using fifth-order elements (p = 
4). Figure 4 shows the surface mesh and several planes and a line on which 
results were examined. A compact initial pressure disturbance of the form 

_ {COS2(1rR/8) for R ~ 4 
p- 0 for R> 4 ' 

where R = ";(z - 140)2 + (y + 10)2 + (z - 5)2, creates a transient wave that 
is propagated to a time of t = 160. The surface mesh was generated with a 
target edge length of five, so the width of the initial pulse is less than two 
edge lengths. Figure 5( a) shows the solution along line "A" at time t = 0, 50, 
100, and 150 with an appropriate scaling. The final two sample times are in 
close agreement which indicates the wave is propagating at the correct speed 
and decaying at the correct rate. This is consistent with mesh refinement 
studies[10] on model problems in which it is shown that a resolution of two 
edge lengths per wave length is sufficient to propagate a wave 100 wavelengths 
with less than 3% error. Figure 5(b) shows the solution on a spanwise cut 
through the wing and winglet at time t == 140. Though qualitative, the waves 
propagate and reflect in the expected manner. 

Summary 

The quadrature-free approach allows the discontinuous Galerkin method to 
be implemented for any element shape, and for polynomial basis functions of 
any degree. In three dimensions and for p ~ 4, the work required to evaluate 
the integrals is 7 to 12 times less than that required by tensor products of 
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Fig.4. Generic blended-wing-body configuration with planes and lines on which 
data is examined. 

0.5 
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b) 

Fig. 5. Perturbation pressure: (a) on line "A" scaled to show the liT decay, (b) on 
spanwise cut through wing and winglet at t = 140. 

one-dimensional quadratures. Though ideally suited for linear problems, the 
method has been applied to non-linear problems, including those with discon­
tinuities. The approach has been used to perform time accurate simulations 
of acoustic propagation and scatter about full scale aircraft configurations 
using general unstructured grids. 
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Abstract. Simplified forms of the space-time discontinuous Galerkin (DG) and 
discontinuous Galerkin least-squares (DGLS) finite element method are developed 
and analyzed. The new formulations exploit simplifying properties of entropy en­
dowed conservation law systems while retaining the favorable energy properties 
associated with symmetric variable formulations. 

Introduction 

The high-order accurate numerical solution of systems of nonlinear conserva­
tion laws remains a computationally expensive endeavor. This article consid­
ers simplified forms of the Discontinuous Galerkin (DG) and Discontinuous 
Galerkin least-squares (DGLS) finite element methods tailored to systems of 
first-order nonlinear conservation laws with convex entropy extension. Cen­
tral to the development is the Eigenvalue Scaling Theorem which character­
izes right symmetrizers of entropy endowed systems of conservation laws in 
terms of scaled eigenvectors of the corresponding flux Jacobian matrices. This 
yields a simplification of the DG and DGLS methods without sacrificing the 
pleasing energy properties of symmetric variable formulations. The next sec­
tion briefly reviews a number of results in symmetrization theory discussed 
in detail in Barth [2,1]. 

1 Brief Review of Symmetrization and the Eigenvector 
Scaling Theorem 

Consider a system of m coupled first-order differential equations in d space co­
ordinates and time which represents a conservation law process. Let u( x, t) : 
IRd x IR+ 1-+ IRm denote the dependent solution variables and f( u) : IRm 1-+ 

IRmxd the flux vector. The prototype conservation system is then given by 

u,' + f~~i = 0 (1.1) 

with implied summation on the index i. Additionally, the system is assumed 
to possess an scalar entropy extension. Let U(u) : IRm 1-+ IR denote an 
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entropy function and F( u) : IRm 1--+ IRd the entropy flux such that in addition 
to (1.1) the following inequality holds 

U,t + F'~i :-::; 0 (1.2) 

with equality for smooth solutions. In symmetrization theory for first-order 
conservation laws, one seeks a mapping u(v) : IRm 1--+ IRm applied to (1.1) 
so that when transformed 

u .,v t + tvv x,· = 0 
I I " 

(1.3) 

the matrix u,v is symmetric positive definite (SPD) and the matrices f:v are 
symmetric. Clearly, if functions U( v), Fi(v) : IRm 1--+ IR can be found so that 

T U (fi)T = -r,iv U = ,v, .r (1.4) 

then the matrices 

U,l1 = U,V,1J' (1.5) 

are symmetric. Since v is not yet known, little progress has been made. 
Introducing the following duality relationships 

U(u) = vT(u) u - U(v(u» (1.6) 

(1.7) 

followed by differentiation yields 

(1.8) 

Fi = vTfi + (fi)T V - F v = vTfi 
,'U ,u ,u ,11 ,u ,'1£ (1.9) 

Equation (1.8) gives an explicit expression for the entropy variables v in 
terms of derivatives of the entropy function U(u) 

T-U v - ,v. (1.10) 

Finally, we require convexity of U(u) which insures positive definiteness of 
v u and u v and implies hyperbolicity of (1.1) [5,9], viz., that the linear 
c~mbinati~n f,u(n) = ni f:u has real eigenvalues and a complete set of real­
valued eigenvectors for all nonzero n E IRd. This result follows immediately 
from the identity 

(U,v)-1/2 f,u( n)( U,v )1/2 = (u,v )-1/2 f,v( n)( U,v )-1/2 , , 
v 

symm 

since f u (n) is similar to a symmetric matrix. , 
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1.1 The Eigenvector Scaling Theorem 

Next, we consider an important algebraic property of right symmetrizable 
systems which is used later in the implementation of the DG and DGLS 
schemes. Simplifying upon the previous notation, let Ao = u 1.1, Ai = ji .. , , ,v 

Ai = AiAo and rewrite (1.3) 

(1.11) 

The following theorem states a property of the symmetric matrix Ai sym­
metrized via the symmetric positive definite matrix Ao. 

Theorem 1.1 (Eigenvector Scaling). Let A E IRnxn be an arbitrary di­
agonalizable matrix and S the set of all right symmetrizers: 

S = {B E IRnxn I B SPD, AB symmetric}. 

Further, let R E IRnxn denote the right eigenvector matrix which diagonalizes 
A 

A= RAR-1 

with r distinct eigenvalues, A = Diag(A1ImlxmllA2Im~xm~, ... ,Arlmrxmr)' 
Then for each B E S there exists a symmetric block diagonal matrix T = 
Diag(T ml xml , T m2 xm~, ... , T mr xmr ) that block scales columns of R, R = 
RT, such that 

which imply that 

AB =RART. 
Proof. Omitted, see [2]. o 
Note that this last formula states a co~gruence relationship since R is not 
generally orthonormal and A does not represent the eigenvalues of AB. The 
Eigenvalue Scaling Theorem is a variant of the well known theory developed 
for the commuting matrix equation AX - XA = 0, A,X E IRnxn , see for 
example Gantmacher [6]. Examples of the Eigenvector Scaling Theorem for 
the Euler and magnetohydrodynamic equations are given in [2]. 

1.2 Generalized Matrix Functions with Respect to the 
Riemannian Matrix ..4.0 

For use in later developments, it is useful to define- the following generic 
matrix function I(A) with respect to the Riemannian matrix Ao 

iAo(A) == ..40 /(Ao1 A) . (1.12) 

This definition reflects the following steps: (1) multiplication of the system 
(1.11) by Ao1 in order to restore a Euclidean metric, (2) invocation of the 
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matrix function on the matrix product Ao1A;, (3) multiplication of the result 
by Ao to restore the original metric matrix. Proposition 1.2 shows that this 
generalized matrix function is symmetric and has a rather simple construction 
for symmetrizable systems by exploiting the Eigenvalue Scaling Theorem. 

PropositioD_1.2. §ar!h [2,1)._ Let Ao denot~ th! SPD right symmetrizer of 
A such that A = AAo Ao == RRT, and A = RAR-1. The generalized matrix 
function fAa (A) is symmetric and defined canonically in terms of entropy 
scaled eigenvectors as 

(1.13) 

In later sections, the generalized matrix absolute value function IALio will be 
required 

(1.14) 

This matrix absolute value function has a natural generalization to IRd using 
an Lp-like norm definition 

(
d) IIp 

IAlp,Ao = t1IAi IP Ao (1.15) 

which has a particularly simple form when p = 1 which is used later in the 
least-squares term appearing in the DG LS method 

d 

IAl1,Ao = L Ri lAd RT 
;=1 

2 Simplified DG, DGLS, and GLS Finite Element 
Methods 

(1.16) 

Let Q denote a spatial domain composed of nonoverlapping elements T;, 
Q = UT;, n n Tj = 0, i i= j and In = ltn , t n +1 [ the n-th time interval. 
It is useful to also define the element set T = {T1 , T2' ... ' 'llTI} and edge 
set [; = {e1, e2, ... , elel}. To simplify the exposition, consider a single vari­
ational formulation with weakly enforced boundary conditions. By choosing 
the correct space of functions (discontinuous or continuous) and omitting the 
least-squares variational term, one can switch from the DGLS formulation to 
the DG or GLS formulations. In the GLS formulation [7,10]' functions are 
continuous in space and discontinuous in time 

Vh = {vh Ivh E (CO(Q x r»)m'V~TXln E (Pk(T x r»)m} 
where v denotes the entropy variables for the system. In the DG and DGLS 
formulations [8,3], functions are discontinuous in space and time, i.e. 

Vh = {vhlv~TXln E (Pk(TX r»)m} . 
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Consider the prototype hyperbolic system for the space-time domain [}x [0,11 
with boundary data g imposed on r via admissibility condition 

U t + fi_. = 0 in [} , ,"" 
A - (n) (g - u) = 0 on r 

or in symmetric quasi-linear form for smooth solutions 

Aov,t + AiV,tCi = 0 in [} 
A - (n) (y - v) = 0 on r 

(2.1) 

(2.2) 

with A(n) = ni Ai and A(n) = ni Ai. The combined GLS and DG schemes 
are defined by the following stabilized variational formulation: 

Find v h E Vh such that for all w h E Vh 

B(vh, Wh)GAL + B(vh , Wh)LS + B(vh, Wh)BC = 0 (2.3) 

B(V,W)GAL= f f (-u(v).w,t-f'(v).w,tC.}dxdt JI'.Jn 
+ in (w(t~+l) . u(v(t~+l» - w(tf.) . u(v(e))) dx 

+ f 2: f(w(x_)-w(x+».h(v(x_),v(x+);n)dxdt 
JI" eEE Je 

B(V,W)LS = f 2: f (Aow,t + AiW,tCi) . T (Aov,t + Aiv,tCi) dxdt 
JI"TET JT 

B(v, W)BC = f f W· h(v, y; n) dx dt 
JI"Jr 

where h denotes a numerical flux function and T a small m x m SPD matrix 
for the least-squares term. For theoretical and practical reasons, two numer­
ical flux functions are considered. Both are of the form 

1 1 
h(v_,v+;n) ="2 (f(v_;n) + f(v+;n)) - "2 hd(v_,v+;n) (2.4) 

and consistent with the true flux in the sense that h(v,vjn) = f(v;n). 

1. Symmetric Mean-Value Flux. This flux is motivated from the non­
linear energy theory of Sect. 2.2. Define the parameterization v(O) _ 
v(x_) + 0 [v]:~. The symmetric mean-value flux is then given by 

h~MV(v-,v+;n) = IA(v_,v+;n)lsMv[V]:~ 

with 

IA(v_,v+;n)lsMv = l1IA(v(o);n)lA:o dO . (2.5) 

By construction, the matrix IA( v _, v+; n) ISMV is symmetric positive 
semi-definite. Using this form of flux dissipation (2.5), nonlinear entropy 
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norm stability of the DG, DGLS, and GLS formulations can be shown as 
discussed in Sect. 2.2. In addition, let 

A(n)SMV = 11 A(v(O); n) dO (2.6) 

denote the integral mean-value matrix for which the following useful prop­
ertyexists 

(2.7) 

which is a necessary ingredient for optimal discontinuity resolution. To 
prove stability of other (more practical) forms of flux dissipation, one 
formally needs only show that the new form is more energy dissipative 
than the symmetric mean-value form in the following sense: 

[v]:~ . h~MV ~ [v]:~ . h d • 

2. Discrete Symmetric Mean-Value Flux. The discrete symmetric mean­
value flux function replaces the state-space path integration in (2.5) by 
N point numerical quadrature 

h~SMV(V-, v+; n) = IA(v_, v+; n)lnsMv [v]:~ 

with 
N 

IA(v_, v+; n)lnsMv [v]:~ == L Wq IA(v(Oq); n)IAo [v]:~ (2.8) 
q=1 

where Wq and Oq denotes the quadrature weights and positions. In form­
ing this flux, recall from the Eigenvalue Scaling Theorem that IAIAo = 
R, IAI R,T. This flux function is of practical interest since it is easily formed 
and has a relatively straightforward Jacobian linearization as will be 
shown later. The absolute value in this equation renders the state-space 
path integration from v_ to v+ slope discontinuous whenever entries in A 
change sign. In this case, to retain accuracy of the numerical quadrature 
at n ~ m possible points of slope discontinuity, the path integration is 
further subdivided into subintervals, e.g. [v_, v+] = [v_, v!] U [vL vi] U 
... U [vn,v+] where vi == v(O;) is a location Oi such that an entry of 
A vanishes. In practice, satisfactory results [1] have been obtained using 
2-point Gaussian quadrature rules (which integrate cubic polynomials 
exactly). 

2.1 Linear Energy Analysis 

Due to length constraints of this article, we simply restate some relevant 
theorems given in Barth [2,1] concerning energy boundedness of variational 
form (2.3) for systems of hyperbolic equations. 
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Theorem 2.1. Global Energy Stability (Linear Hyperbolic System). 
The variational formulation (2.3) for linear hyperbolic systems is energy sta­
ble (modulo data ii) with the following global energy balance: 

N-l~ ) 2: lI[v]!~1I1o,n + 2l1Aov,t + Aiv''''ill~,nxln + 2:([v]~~}iAI,exln 
n=O eEt: 

N-l N-l 

+ E (v)jAI,rxln + IIv(t~)II~o,n = IIv(t~)lIt,n + E 2 (v, ii)(-A-),rxI" 
n~ n~ 

Proof. Omitted, see [2,1]. 0 

This energy balance equation formally bounds the energy at time tl! in terms 
of initial data and inflow boundary data. Next, we consider the full nonlinear 
system of conservation laws. 

2.2 Nonlinear Energy Analysis 

Before presenting the nonlinear energy result, we prove a general lemma and 
consequential corollaries concerning entropy function/flux jump identities at 
space-time slab interfaces. Note that throughout this section, we utilize the 
state-space parameterization 

;;(0) == v(z_) + 0 [v]:~ 

(similarly across time slab interfaces) for use in state-space path integrations 
and the interface averaging operator 

/I \\"'+ = a(z_) + a(z+) 
\\a"",_ - 2 . 

Lemma 2.2. Interface Jump Identities. Let Z(u), Z(v) : IRm 1-+ IR be 
twice differentiable functions of their argument satisfying the duality relation­
ship 

Z(u)+Z(v)=Z,vv. (2.9) 

The following jump identities hold across interfaces 

[Z]~~ - [Z,v]~~ v(z+) + 11(1 -O)[v]~~· Z,v,v(;;(O» [v]~~ dO = 0 (2.10a) 

[Z]~~ - [Z,v]~~ v(z_) _11 0 [v]~~. Z,v,v(;;(O» [v]~~ dO = 0 (2.10b) 

Proof. Recall the following forms of Taylor series with integral remainder 

[Z]:~ - Z,v(z+) [v]:~ + 11 0 [v]:~. Z,v,v (;;(0» [v]:~ dO = 0 (2.11a) 

[Z]:~ - Z,v(z_) [v]:~ ~ 11
(1- 0) [v]:~. Z,v,v (;;(0» [v]:~ dO = 0 (2.11b) 
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and the jump form of (2.9) 

[Z]:~ + [Z]:~ = {{Z,tI}}:~ [v]:~ + {{v}}:~ [Z,tI]:~ (2.12) 

Combining (2.11a), (2.11b) and (2.12) yields 

[Z]:~-{{v}}=~ [Z,tI]=~+~ 11 (1-2(/) [v]=~.Z,tI,tI (v(O» [v]=~ dO = O. (2.13) 

Finally, algebraically manipulating this form together with the mean-value 
identity 

[Z,tI]=~ = 11 Z,tI,tI(V(O» [v]=~ dO (2.14) 

produces the stated lemma. o 

Corollary 2.3. Temporal Space-Time Slab Interface Identity. Let t± 
denote a temporal space-time slab interface. The following entropy function 
jump identity holds across time slab interfaces 

(2.15) 

where 

III [v];~ IIlt,n == inl1 2 (1- 0) [v]:~ . Ao(v(O» [v]!~ dO d:I: 2: 0 (2.16) 

Proof. Set Z = U, Z = U with U,tI = v.T and U,tI,tI = Ao in Lemma 2.2 and 
replace :I:± with t± in (2.10a), see [10] for an alternative form. 0 

Corollary 2.4. Spatial Space-Time Slab Interface Identity. Let :I:± 
denote a spatial element interface. The following entropy jump identity holds 
across spatial element interfaces 

[Fil:~-{{VT}}=~[tl:~+~1\1-20) [v]:~.Ai(v(O»)[v]:~ dO=O. (2.17) 

Proof. Set Z = F i , Z = P, i = 1, ... , d with :Fi
tl = (fi)T and P tl tI = Ai 

in (2.13) of Lemma 2.2. " , 0 

Note that in actual numerical calculations, it is desirable to use the variational 
form given by (2.3) since integration by parts has been used to insure exact 
discrete conservation even with inexact numerical quadrature of the various 
integrals. For analysis purposes, however, it is desirable to use the following 
equivalent non-integrated-by-parts formulation: 

Find v h E Vh such that for all w h E V h 

B(v h , Wh)GAL + B(v h , Wh)LS + B(vh , Wh)BC = 0 (2.18) 



Simplified Discontinuous Galerkin Methods 71 

B(v, W)GAL = f f W· (u,t + f:Xi(v)) dx dt 
lI"ln 

+ f w(tf.). [u]!i dx In -
+ f L.1 ~ [w]:~ . hd(v(x_), v(x+)j n) dx dt 

lI" " e 2 eE~ 

+ ], L 1 ((w)):~ . [f(v;n)]:~ dxdt 
I"eE£ e 

B(V,W)LS = f L. f (.AoW,t+.A;W,Xi)·T (.AoV,t+.A;V,Xi) dxdt 
lInTETlT 

B(V,W)BC = 1,,£ W· ~ (f(g;n) - f(v;n) - hd(v,g;n)) dxdt 

where h d denotes the flux dissipation term incorporated into the total nu­
merical flux. 

Theorem 2.5. Global Entropy Norm Stability (Nonlinear Hyper­
bolic System). The variational formulation (2.3) for nonlinear systems of 
conservation laws with convex entropy extension and symmetric mean-value 
flux dissipation 

h~MV(v-,v+;n)=IAlsMV[V]:~ , IAlsMV= 11IA(V(O);n)IAOd8 

is entropy norm stable (modulo data g) with the following global balance: 

with 

and 

Proof. Construct the energy balance for the interval [t~, t~] = U;;';ol In 
by setting W = v and evaluating the various integrals. Consider the time 
derivative integral 

ll" vT U,t dt dx = jj" U,t dt dx = l ([U]:t1 
- [U]!!) dx 
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and combine with the jump integral across time slabs. l.From Corollary 2.3 

f f vT U,t dt dx + f vT (t+)[u]!t dx = f [U]:~+' dx + -21111 [v]!t 1111 n . 
lnlI" ln - ln - - 0, 

When summed over all time slabs, the first term on the right-hand-side of 
this equation vanishes except for initial and final time slab contributions. 
Next, consider the spatial operator term and apply the divergence theorem 

11 T i 11 i v f,x; dx dt = F,x; dx dt 
I" n In n 

= f 'Lf -[F(v;n)]:~ dxdt+ f f F(v;n) dx dt 
lI"eE"i1e lIJr 

where F(v; n) = ni Fi(v). l.From Corollary 2.4 and the definition of IAI, it 
follows that 

f f vT f:x; dx dt + f 'L f (({v)):~ . [f(n)]:~ + ~ [v]:~ . h~MV) dx dt 
l I .. l n lIneEE le 

= 'L ~{[v];~)I:1.1,eXIn + 1 .. £ F(v;n)dxdt . 
eEE 

In summary, collecting terms we have 

B(v, V)GAL = In [Ul:t' dx + ~III [v]!~ 111t,n + 'L ~([v];~)I:1.1,exI" 
eEE· 

+ f f F(v;n)dxdt . 
lI .. lr 

The least-squares integral produces a pure quadratic form without modifica­
tion 

- - 2 B(v, V)LS = IIAov,t + A;v,x;II'T,nXIn . 
Finally, consider the boundary condition terms and apply Corollary 2.4 

B(V,V)BC = 1,,£ Gv. (f(g;n) - f(v;n)) - ~v ·IA(n)lsMv(g - v)) dx dt 

= 1ni(F(g;n)-F(v;n)+ ~ 1(1-20)(g-v).A(v(o);n)(g-v)dO 

-~g. (f(g; n) - f(v; n)) - ~v ·IA(n)lsMv(g - v)) dx dt 

= 1"i(F(g;n)-F(v;n)-110g . A(V(O))gdO 

+~v·IA(n)lv-v.A-(n)g)dxdt . 

Combining the above results, summing over time slabs, and multiplication by 
two yields an entropy norm balance equation (2.19) which bounds the global 
entropy norm of the system at the final time T in terms of the initial data 
and boundary data g. 0 
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Remark 2.6. Note that when the A matrices are assumed constant, fi = 
Ai v and Fi = ~v. AiV so that the additional term G'].(g, v; n) vanishes 
identically and a one-to-one correspondence of terms between (2.9) and (2.5) 
is achieved. 

2.3 A Simplified DG Method in Symmetric Form 

DG Flux Formulas. Simplification of the discontinuous Galerkin method fol­
lows by choosing the discrete symmetric mean-value flux function proposed 
earlier, i.e. 

1 1 ~ - x 
hOSMV(V-, v+; n) = "2 (f(v-; n) + f(v+; n»-"2 L..J wqIA(v(Oq»;n)IAo [v]x~ 

q=l 

with IAIAo = RIAIRT, v(O) = v(:c_) + O[v]:~. By using sufficient order 
numerical quadrature and subdivision of the state-space path integration 
at points of non-differentiability, the h~SMV flux can be made arbitrarily 
close to h~MV for which nonlinear stability in the DG method follows from 
the analysis of Sect. 2.2. Suppose that elements of IA(v(Oq»;n)IAo remain 
bounded for 0 E [0,1] independent of N. Using N point Gaussian quadrature 

IIh~SMV - h~MVII2 = O([v]2N+1) 

Next, we consider single-point quadrature formulas. 

Theorem 2.7. Discrete Symmetric Mean-Value Flux. Let v. be a state 
such that 

[v]:+ ·IA(v.;n)1 [v]:+ = sup [v]:+ 'IA(v(O);n)IA [v]:+ 
- - O~1I9 - 0-

The variational formulation (2.3) with numerical flux function 

1 1 - x 
hOSMV.(V-, v+; n) = "2 (f(v-; n) + f(v+; n» - "2IA(v.); n)IAo [vl~~ 

(2.19) 
is energy bounded in the sense of Theorem 2.5. 

Proof. It is sufficient to show that the given flux dissipation 
d - x 

hOSMv. = IA(v.;n)IAo [v]x~ 

exceeds the symmetric mean-value value flux dissipation. This is reflected by 
the algebraic condition 

[v]:~ . h~MV $ [v]:~ . h~SMV •. 
l,From the symmetric mean-value flux definition 

[v]:~ . h~MV = [v]:~ .101 
JA(v(O); n)IAo dO [v]:~ 

$ sup [v]:~ 'IA(v(O);n)IA [v]:~ 
O~9~1 0 
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= [v]:~ ·IA(v.;n)IAo [v]:~ 
= [v]:~ . h~SMV . 

This establishes nonlinear stability of the DG method using the simplified 
flux function. 0 

Remark 2.8. Unfortunately, the state v* is not generally known in closed 
form. Cockburn and Shu [4] have shown impressive results using the simpler 
Lax-Friedrichs flux. It is straightforward to derive a corresponding "symmet­
ric Lax-Friedrichs" numerical flux function 

1 1 - x 
hSLF(V-, v+; n) = "2 (f(v-; n) + f(v+; n)) - "2Amax Ao (v.) [v]x~ 

with Amax = SUPO<8<1 (maxl<i<m (Aii(v(B)))). Nonlinear entropy norm sta­
bility follows startIng from The~rem 2.7 

[v]:~ . h~MV S; [v]:~ ·IA(v.; n)IAo [v]:~ 
= [v]:~ .R(v.;n)IA(v.;n)liF(v.;n) [v]:~ 

S; sup (~ax (A;i(V(B)))) [v]:~ .R(v.;n)RT(v.;n) [v]:+ 
0~8~1 l~z~m -

= Amax [v]~~ . Ao(v.;n) [v]:~ . 

Finally, for systems such as the Euler equations of gas dynamics that exhibit 

the property &1Ji~:~k1J1 ZiZj Zk Z / > 0, Izi -I 0, we have 

[v]:~.Ao(v.;n) [v]:~ S; max([v]:~.Ao(v(O);n) [v]:~ ,[v]:~.Ao(v(I);n) [v]:~) 

thereby avoiding the need for calculating v. altogether, see [1] for details. 

DG Jacobian Derivatives. Using the discrete mean-value fluxes, it becomes 
straightforward to compute Jacobian derivatives of various terms. For exam­
ple, to compute derivatives of IAIAo with respect to a vector w, chain-rule 
differentiation is used 

8IA(n)IAo 
8w 

Note that a high degree of computational efficiency can be achieved in the 
calculation of these Jacobian terms by exploiting the transpose symmetry of 
intermediate products. 

2.4 Simplified Least-Squares Stabilization in Symmetric Form 

Consider an isoparametric element mapping e 1-+ x from a unit element space 
e to a physical space x. In the papers by Hughes and Mallet [7] and Shakib 
[10], they proposed the following form for T appearing in (2.3) on a mapped 
element 

- -1 
Tp = IBI A ' p, 0 

d 

Bi = I),xjAj . (2.20) 
j=O 
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Equation (2.20) is of the same form given earlier in (1.15). In standard im­
plementations of least-squares stabilization, p = 2 is used. In light of the 
Eigenvector Scaling Theorem 1.1, it is useful to revisit the derivation of T 

with p = 1. Let iJi = Bi ..40 , from (1.16) it follows that 

.,., ~ Ijjl;:~. ~ [IV,OIAo + t, IV,'I R(n') IA(n')1 ii" (n'f' 

using the entropy scaled eigenvectors R(ni ) of iJi • This represents a substan­
tial simplification of the T matrix calculation. 

3 Concluding Remarks 

Simplified forms of the DG, DGLS, and GLS schemes have been presented 
and analyzed for first-order systems of conservation laws with convex entropy 
extension. Numerical examples are given in [1] using linear, quadratic, and 
cubic element approximation. 
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Abstract 

An implicit high order accurate Discontinuous Galerkin method for the nu­
merical solution of the compressible Favre-Reynolds Averaged Navier-Stokes 
equations is presented. The method is characterized by a highly compact dis­
cretization support even for higher order approximations and this feature can 
be exploited in the development of implicit integration schemes. Turbulence 
effects are accounted for by means of the low-Reynolds k-w turbulence model. 
A non-standard implementation of the model, whereby the logarithm of w 
rather than w itself is used as unknown, has been found very useful to en­
hance the stability of the method especially for the higher (third and fourth) 
order approximations. We present computational results of the transitional 
flow over a flat plate and of the turbulent flow through a turbine vane with 
wall heat transfer. 

1 Introduction 

During the last few years several authors have contributed to the theoreti­
cal development and to the application of the Discontinuous Galerkin (DG) 
method, see e.g. [11,12,3,2,4,7,6]. The growing interest for the DG method is 
due to its several attractive features. The DG method combines two distinc­
tive characteristics of the finite volume and ofthe finite element methods, the 
physics of wave propagation being accounted for by means of Riemann solvers 
and accuracy being obtained by means of high order polynomial approxima­
tions within elements. The method is therefore ideally suited to compute high 
order accurate solution of the Euler or the Navier-Stokes equations on gen­
eral unstructured grids. Thanks to the locality and the compactness of the 
discretization the degrees of freedom associated to a generic element are cou­
pled only with the degrees of freedom associated with neighboring elements. 
In the case of triangular (tetrahedral) elements, this means that coupling 
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is introduced only among four (five) elements, respectively. This compact­
ness results in very sparse matrices which are very convenient for implicit 
integration schemes (especially in 3D). 

In this work, we solve the compressible Favre-Reynolds Averaged Navier­
Stokes (RANS) equations with the k-w closure by means of the DG method. 
The extension of the method described in [4] to the case of the RANS equa­
tions is relatively straightforward, but, to improve the stability of the method, 
we have found useful to adopt the non-standard implementation of the k-w 
model described in the next section. 

The performance of the method is displayed by computing the transitional 
flow over a flat plate and through a turbine vane. 

2 Governing Equations 

The complete set of the RANS and k-w equations can be written as 

ap a - + -(pu') = 0 at aXj J 
(1) 

a() a( h) a[~ ] au; a*-k w .<:It pea + ~ pUj a = ~ UiTij - qj - Tij ~ + /J P e 
u UXj UXj UXj 

(2) 

(3) 

a a aUi * - W a [( *) ok ] 7l(pk) + ~(pujk) = Tij~ - f3 pke + ~ J.l + u Tit ~ 
ut UXj uXj UXj UXj 

(4) 

a (_) a ( _) a au; a W 
- pw + - pu'W = =Ti'- - /Jpe + at ax . J k J ax' J J 

ow ow a [ ow ] 
(J.l+uTit)~~+~ (J.l+uJit)~ 

UXk UXk UXj UXj 
(5) 

(6) 

(7) 

(8) 
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(9) 

k = max(O, k) Jit = a* pke-w (10) 

where " Pr and Prt are the ratio of gas specific heats, the molecular and 
turbulent Prandtl numbers which are constant for perfect gases. The value of 
the k-w closure parameters a, a*, f3, f3*, (1', (1'* are those of the low-Reynolds 
k-w model, see [18]. 

The above equations present some notable differences in comparison with 
the usual formulations of the RANS equations with k-w closure. The equa­
tion for the turbulence specific dissipation rate w has been replaced by the 
equation for w = log w. The use of the logarithm of turbulence variables, 
introduced by Ilinca and Pelletier in [15] in the context of the k-f. model us­
ing wall functions, is advantageous at least for two reasons. First of all the 
turbulence variables are guaranteed to be positive. Secondly, the near wall 
distribution of the logarithmic turbulence variables is much more smooth 
than that of the turbulence variables themselves. Owing to the fact that the 
k-w model used in this work is integrated down to the wall without using 
wall functions, we have found useful to introduce the logarithm of w but not 
the logarithm of k (which has to satisfy the condition k = 0 at solid walls). 
The positivity of k has been enforced through the definition of the "limited" 
value k, which guarantees the positivity of Jit, see Eq. (10), and affects the 
source terms in Eqs. (2), (4), (5). Notice that the turbulent kinetic energy 
k appearing in the differential operators of Eq. (4) is not limited, and could 
therefore take negative values. In practice we have noticed that negative val­
Ues of k may occur during the pseudo time evolution of the solution or may 
even be present in a converged steady state solution. In our experience, how­
ever, the occurrence of negative k values can be eliminated by refining the 
computational grid and/or increasing the polynomial approximation degree. 
As a final comment on the Equations, notice that a source term is present 
in the mean-flow energy equation because the total energy eo and the total 
enthalpy ho do not include the turbulent kinetic energy, see e.g. [13]. 

3 DG Space Discretization 

The complete set of the RANS and k-w turbulence model equations can be 
written in compact form as 

au 
at + V· fe(u) + V· fv(u, Vu) + s(u, Vu) = 0, 

where u E IR d+2 and s E IR d+2 denote the vectors of the conservative variables 
and of the source terms, f e and filE IR d+2 ® IR d denote the inviscid and 
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viscous flux functions, respectively, and d is the space dimension. The entries 
ofu, s, Ie and II) can be found by comparison with Eqs. (1-9). 

The weighted residual formulation of the RANS equations is 

!n¢:dO+ !n¢V'/(u,VU)dO+ !n¢s(u,Vu)dO=O, (11) 

where I is the sum of the inviscid and of the viscous fluxes, ¢ denotes an 
arbitrary test function and 0 is the domain in which the solution is to be 
computed. 

Eq. (11) is discretized by subdividing 0 into a set of elements {E} and 
by restricting u and ¢ to be polynomial functions inside each element. No 
global continuity is enforced on u and ¢, which are therefore discontinuous at 
element interfaces. By splitting the integral over 0 into the sum of integrals 
over the elements E and by performing an integration by parts, we obtain the 
weak formulation of Eq. (11). If we consider, for each element E, functions ¢ 
which are zero outside E, we obtain the elemental equation 

[ ¢oou dO + 1 ¢f(u,Vu).ndu JE t JaE 
-l v¢· I(u, Vu) dO + l ¢s(u, Vu) dO = O. (12) 

Due to the discontinuous function approximation, the flux function in the 
boundary integral of Eq. (12) is not uniquely defined. To ensure a coupling 
between neighboring elements, which otherwise would be completely miss­
ing, the physical normal flux I(u, Vu) . n is replaced by a numerical flux 
h(u, Vu,u+, Vu+,n) which depends on the internal (.) and external (-)+ 
interface quantities and on the normal unit vector n, pointing outward from 
E. 

The numerical flux function he( u, u+, n) for the inviscid part of the RANS 
equations is completely analogous to that commonly employed in upwind 
finite volume methods. In our computations we have used the van Leer vector 
split flux as modified by Hanel [14]. 

The treatment of the viscous flux in the context of the DG method has 
been addressed by introducing the auxiliary variable 8 = Vu and by dis­
cretizing the following system of two first order equations 

{
8=VU 

OtU + V . f e + V . f I) + s = 0 
(13) 

by means of DG techniques similar to those already developed for hyperbolic 
systems of conservation laws. By applying the DG discretization to the first 
equation of the system we obtain 

[ ¢8dO - [ ¢VudO = 1 ¢(uo - u)ndu JE JE JaE (14) 
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where Uo = Ub if S n aO f. 0 (Ub denotes the boundary data), and Uo = 
(u + u+)/2 if S n aO = O. Eq. (14) suggested us to introduce the function R 
defined as 

f ,pRdO= 1 ,p(uo-u)ndO". JE laE (15) 

Comparing Eqs. (14) and (15) we obtain, at the discrete level, 

(J = Vu+R (16) 

and (J can thus be interpreted as a "modified" gradient that takes into account 
the effect of interface discontinuities represented by R. Considering Eq. (16) 
the DG discretization of the second equation of system (13) can be written 
as 

f ,p ~u dO + 1 ,ph(u, Vu+ R, u+, Vu+ + R+,n)dO" -JE vt laE 
L V,p·f(u,Vu+R)dO+ L,pS(U,VU+R) =0. (17) 

Eq. (15) and Eq. (17) can be regarded as a system of two equations in the 
unknowns u and R which discretize the viscous contribution to the RANS 
equations in mixed form, see e.g. [2]. Unfortunately, this formulation can be 
shown to be singular in some model problems and, moreover, displays an 
unsatisfactory convergence rate for polynomial approximations of odd order, 
see e.g. [5,4]. 

A cure to this problem, proposed in [5,4] and theoretically justified by 
Brezzi and coworkers [9,8,7]' has been found by replacing the functions R in 
the contour integral of Eq. (17) with "face" contributions re defined as 

Notice that the following relation between the functions Rand re holds 

R= L reo 
eE8E 

With this modification, Eq. (17) becomes 

f ,p~~ dO+ L l,ph(u,vu+re,u+,vu++r~,n)dO"-
JE eE8E e 

(18) 

(19) 

L V,p·f(u,Vu+R)dO+ L,pS(u,VU+R) =0. (20) 

The numerical flux function h(u, Vu + re,u+, Vu+ + rt,n) is the sum of 
the inviscid numerical flux function hc( u, u+, n) and of a viscous numerical 
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flux function hv given by the average value of the viscous fluxes associated 
to an interface, i.e. 

(21) 

A very interesting feature of the outlined viscous flux discretization scheme 
is that it couples only the unknowns already coupled by the inviscid flux 
discretization scheme, irrespective of the degree of polynomial approxima­
tion of the solution. This feature is obviously very attractive for an implicit 
implementation of the method. 

When the boundary BE of an element is part of fT, the numerical flux 
function appearing in Eq. (20) must be chosen in order to be consistent 
with the boundary conditions of the problem. We will denote the inviscid 
contribution by h~(Ub) and the viscous contribution by h:(Ub, VUb), where 
Ub and V Ub are "boundary states" computed according to the boundary 
conditions of the problem. The procedure to determine the values of Ub and 
of VUb in the case of inflow, outflow and wall (with prescribed temperature) 
boundaries can be found in [3,5]. Following Wilcox [18], we use the surface 
roughness model to prescribe the wall value for w, which is therefore computed 
as Ww = SR(kti)u~//lw, where kti is the nondimensional surface roughness 
($ 5 for an hydraulically smooth surface). 

4 Implicit Time Integration 

The fully coupled system of the space discretized RANS and k-w equations is 
advanced in time with the backward Euler implicit time integration scheme. 
By denoting the global solution vector as U and the residual vector as H, 
the semi discrete equations can be written as 

dU 
Mdt + H(U) = 0 , (22) 

where M is the block diagonal mass matrix. Linearizing the residual H n +1 = 
H(Un+1) in time, the backward Euler scheme is 

(23) 

Note that for very large time steps the scheme is equivalent to the solution of 
the system of non linear equations H(U) = 0 by means of Newton's method. 

Eq. (23) implies that a linear system of algebraic equations Az + b = 0 
must be solved at each time step. The matrix A can be regarded as a n x n 
sparse block matrix, n being the number of elements in the grid. Each block 
is an m x m matrix, ni being the number of unknown fields (p, peo, pu, 
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pv, pk, pW) times the number of degrees of freedom used to represent each 
field within an element. Thanks to the inviscid and viscous flux discretization 
schemes outlined in the previous section, the number of nonzero blocks of a 
generic row i is equal to the number of elements surrounding element i plus 
one. 

To solve Eq. (23) we have considered the preconditioned GMRES and have 
used the block diagonal part of A, denoted by V, as left preconditioner. This 
choice represents a reasonable compromise between efficiency and storage 
requirements. Eq. (23) can thus be written as 

(I + V- 1 N) Z + V- 1b = 0, 

where N = A-V is the block off-diagonal part of A. In our implementation, 
the inviscid flux, viscous flux and source term Jacobian matrices needed to 
construct the elements of V and N are computed analitically and take into 
account the full dependence of the fluxes and of the source term on the 
unknown u, on its gradient Vu and on the functions Rand Te. 

The contributions to matrices V and N coming from the contour integral 
of the inviscid flux are relatively straightforward to compute if a flux vector 
splitting type numerical flux is employed. In this case we have 

hc(u,u+,n) = [It(u)+I;(u+)].n, 

where It and I; are the split positive and negative fluxes. Linearizing at 
time level n we obtain 

(24) 

where ..1u = un+1 - un and Ai are the Jacobian matrices of the split fluxes 
in the normal direction n . a I c / au. 

The implicit treatment of the viscous flux introduces an additional diffi­
culty essentially related to the interface discontinuity contributions to deriva­
tives which must be considered in the evaluation of the viscous flux function. 
The linearized viscous flux at time level n+ 1 appearing in the volume integral 
1S 

1~+1 = I~ + B(u, Vu + R)..1u + C(u)..1(Vu + R), (25) 

Band C denote the Jacobian matrices alv/au and alv/a(Vu + R), re­
spectively. By using Eq. (15) the degrees of freedom of the function R can 
be expressed in terms of the degrees of freedom of functions u and u+. This 
implies that the term ..1(Vu + R) in Eq. (25) can be entirely expressed in 
terms of the original variables u. 

Considering now the viscous numerical flux of contour integrals in the 
normal direction n linearized at time level n we have 

1 
h~+l = h~ + '2 [B(u, Vu + Te)..1U + B(u+, Vu+ + Td)..1U+]. n + 

1 '2 [C(u)..1(Vu + Te) + C(u+)..1(Vu+ + Tn] . n. (26) 
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Fig. 1. Skin friction coefficient for l = 
10-3 L, 10-5 L , and 10-7 L, P3 solutions. 

o + 
P2. IlL - 1.8-5 
P3. III - 1.e-5 

Fig. 2. Skin friction coefficient for l = 
10-5 L, PI, P2, and P3 solutions. 

The values of re and rt appearing in Eq. (26) can be expressed in terms 
of u and u+ in a way analogous to that described for Eq. (25) . 

The implicit treatment of boundary conditions is based on linearized re­
lations which give the outer state u+ and the outer gradient Vu+ + rt as a 
function of the boundary data and of the internal state u and of the internal 
gradient Vu + re o These expressions are then introduced into the inviscid 
and viscous flux functions which therefore become functions of the internal 
state and of the boundary data only. 

5 Numerical Results 

The transitional flow over a flat plate has been used as a first test case for 
the proposed method. The Mach number ahead of the plate is Min = 0.3, 
and the Reynolds number based on the plate length is ReL = 106 . The 
freestream turbulence intensity is Thin = 0.03. The grid is the triangulation 
of a structured grid having 51 points in the streamwise direction and 17 
points in the normal direction. The grid points are clustered both near the 
leading edge and near the wall . The wall spacing ranges from y+ = 3 to 
5. Three different inflow values of turbulence specific dissipation rate Win 

have been considered, and the computations have been performed with linear 
(PI) , quadratic (P2), and cubic (P3) elements. The values of Win correspond 
to three different turbulent length scales £ = 10-3 L, 10-5 L, and 10-7 L, 
where £ = Vk/(f3*w) = k3 / 2 /f. . The symbols in the following plots represent 
average values on the edges lying on the wall . Fig. 1 shows the value of the 
skin friction coefficient along the plate computed with P3 elements and with 
increasing values of Win. The predicted onset of transition moves downstream 
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Kleinstein formula 
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Fig. 4. Turbulent kinetic energy profile 
Fig.a. Velocity profile for x/L = 0.95 $ /L 095 d f.. IO-5 L PI P2 lor x =. an = '" 
and f.. = 10-5 L, PI, P2, and P3 solutions. and P3 solutions. 

with decreasing values of length scale e, a result consistent with the expected 
behavior of the k-w model with this level of freestream turbulence intensity 
(see e.g. Wilcox [18]). Fig. 2 shows the value of the skin friction coefficient 
for f = 10-5 L computed with elements of increasing order of accuracy (PI, 
P2, and P3). It appears that the transition takes place a little too early for 
the PI solution whilst it is virtually the same for the P2 and P3 solutions. 

The near wall behavior of PI, P2 and P3 solutions is presented in terms 
of velocity and turbulence properties profiles. The quantities u+ = u/u-r, 
k+ = k/u;, and {+ = f3*k+w+ (where U-r = VTw/Pw and w+ = wVw/u;) are 
plotted as functions of y+ = YU-r/vw at x/ L = 0.95 and for e = 10-5 L. Notice 
that for these profile plots the symbols appearing in the Figures represent the 
high order polynomial solution inside the elements and not simply the ele­
ment averages. Fig. 3 shows that all the computed velocity profiles compare 
fairly well with the composite velocity profile computed with the Kleinstein 
formula reported in [17]. The turbulent kinetic energy profiles, reported in 
Fig. 4, display plateau and peak values of k+ which are in very good agree­
ment with the most representative ones reported in [16]. The PI solution, 
however, shows that linear elements are not accurate enough to represent the 
k+ profile. Finally, Fig. 5 displays marked differences among the PI, P2 and 
P3 turbulence dissipation rate profiles in the near wall region. A compari­
son with high order computations on a more refined grid, not reported here, 
shows that only the P3 solution is adequate. 

For the second test case we have considered the transonic turbine vane 
with wall heat transfer tested by Arts et al. [1] . We have selected the test 
case denoted as MUR228 which is characterized by M2i& = 0.932, Re2i& = 
0.595 x 106 , and Tuin = 0.01. In this test case the vane temperature is 
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Fig. 6. Heat flux coefficient distribution 
for the L889 turbine vane, PI and P2 
solutions. 

Tw = 302.85 K and the inflow stagnation temperature is TOl = 403.3 K. The 
computational grid is the triangulation of a structured C-type grid having 

/ 

193 x 17 points. There are 145 nodes on the blade. The wall spacing ranges 
from y+ = 3 to 6. The test case has been run with PI and P2 elements. The 
inflow value of turbulence specific dissipation rate corresponds to £. = 1O- 2g, 
where 9 is the blade spacing. 

Fig. 6 shows the blade surface distribution of the heat transfer coefficient 
defined as Ch = Qw/0.5(pV3h,i$' According to the experiments, the computed 
flow field is close to a laminar state over most of the airfoil surface and the 
turbulence induces an abrupt increase of heat flux only in the rear part of 
the suction surface. However, the comparison between computational results 
and experimental data shows that the heat flux is underpredicted where the 
flow is close to a laminar one and that the transition on the suction surface is 
predicted a little too early. As observed by Chima in [10], both discrepancies 
can be ascribed to the turbulence model characteristics. Figs. 7 and 8 show 
-the global view and the trailing edge detail of the Mach number and of 
the turbulent kinetic energy isolines computed with P2 elements. The flow 
appears to be unsteady behind the trailing edge and in fact the solution 
had to be computed in an unsteady fashion even though using the low order 
implicit backward Euler method. 

6 Conclusions 

In this paper we have presented an implicit high order DG method to compute 
turbulent compressible flows. The equation for w in the k-w turbulence model 
has been rewritten in terms of logw in order to improve the stability of 
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Fig. 7. Mach number isolines for the 
LS89 turbine vane, P2 solution. 

Fig.8. TE detail of the turbulent ki­
netic energy isolines, P2 solution. 

the method, especially with high order approximations. An implicit time 
discretization of the fully coupled RANS and k-w equations has been found 
useful to overcome the stringent time step size limitations of explicit time 
integration schemes applied to the high 'order DG approximation. 

Two test cases of transitional flow have been used to verify the code. 
As expected, numerical results improve by increasing the polynomial degree 
of approximate solution. The computed test cases show that the high order 
accuracy of the method allows to compute turbulent flows on relatively coarse 
grids. 

Work is in progress to fully exploit the potentialities of the method by 
resorting to adaptive techniques. 
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Abstract. We provide a common framework for the understanding, comparison, 
and analysis of several discontinuous Galerkin methods that have been proposed 
for the numerical treatment of elliptic problems. This class includes the recently 
introduced methods of Bassi and Rebay (together with the variants proposed by 
Brezzi, Manzini, Marini, Pietra and Russo), the local discontinuous Galerkin meth­
ods of Cockburn and Shu, and the method of Baumann and Oden. It also includes 
the so-called interior penalty methods developed some time ago by Douglas and 
Dupont, Wheeler, Baker, and Arnold among others. 

1 Introduction 

In 1973, Reed and Hill [21] introduced the first discontinuous Galerkin (DG) 
method for hyperbolic equations, and since that time there has been an active 
development of DG methods for hyperbolic and nearly hyperbolic problems, 
resulting in a variety of different methods. Also in the 1970's, but indepen­
dently, Galerkin methods for elliptic and parabolic equations using discontin­
uous finite elements were proposed, and a number of variants introduced and 
studied. These were generally called interior penalty (IP) methods and their 
development remained independent of the development of the DG methods 
for hyperbolic equations. In this paper, we provide a common framework 
which includes nearly all the DG methods that have been proposed thus far. 

We briefly review the development of penalty methods for elliptic and 
parabolic equations. Penalties were first introduced into the finite element 
method as a mean for imposing Dirichlet boundary conditions weakly rather 
than incorporating the boundary conditions into the finite element space. Let 
us begin by recalling Nitsche's method [19] for the model problem -Llu = f 
in il, u = 0 on ail. Clearly 

1 V'u·V'vdx- f ~uvds=l fvdx, 
n Jan un n 
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for all sufficiently smooth test functions v. Since u vanishes on the boundary, 
we have as well that B( u, v) = I tv dx, where 

B(u,v):= [ \lu·\lvdx- [ ~uvds_ [ ~vuds+ [ TJuvds, (1) Jn Jan un Jan un Jan 
for any weighting function "I. Nitsche's method then determines an approxi­
mate solution Uh in a finite element subspace of Hl(Q) such that B( Uh, Vh) = 
I tVh dx for all Vh in the same space. Note that the second term of the bilin­
ear form B arose to ensure that the method is consistent. The third term was 
added so that the discrete problem is symmetric (and so the method is truly 
variational-the discrete solution minimizes B( u, u)/2 - I fu over the finite 
element space). Finally, the last term is the penalty term, which is necessary 
to guarantee stability. Nitsche proved that if "I is taken as C / h where h is the 
element size and C is a sufficiently large constant, then the discrete solution 
converges to the exact solution with optimal order in Hi and L2. 

A different penalty method for imposing Dirichlet boundary conditions is 
due to Babuska [2]. He does not include either the second or third term in (1), 
and uses as the penalty weight h- u for some u ~ O. Because of the missing 
consistency term, his method, and its analysis, includes a consistency error. 
Another interesting possibility is to include all the terms in (1) but to reverse 
the sign of the third term in B. The bilinear form is then no longer symmetric, 
but it has a favorable coercivity property, namely, B(u, u) ~ II\luI 2 , no 
matter how "I ~ 0 is chosen. 

The IP methods arose from the observation that, just as Dirichlet bound­
ary conditions could be imposed weakly instead of being built into the finite 
element space, so interelement continuity could be attained in a similar fash­
ion. This makes it possible to use spaces of discontinuous piecewise polynomi­
als for solving second order problems. The natural generalization of Nitsche's 
method to this context (in which there are consistency, symmetrization, and 
penalty terms on each edge, the latter penalizing the jump of the function 
across the edge) is stated in Wheeler's 1978 paper on IP collocation-finite 
element methods, [27], where it is attributed to a private communication of 
Douglas and Dupont. That method is analyzed in detail for linear and non­
linear elliptic and parabolic problems in the 1979 thesis of Arnold which is 
summarized in [1]. Interior penalties of this sort were also used by Baker 
[4] for imposing C1 interelement continuity on CO elements for fourth or­
der problems. In these, of course, it is the jump in the normal derivative 
that is penalized. In 1976, Douglas and Dupont [16] penalized the jump in 
the normal derivative of Co elements for second order elliptic and parabolic 
problems, with the goal of enforcing a degree of continuity in some sense 
intermediate between Co and C 1 • Babuska and Zlamal [3], like Baker, used 
interior penalties to weakly impose C 1 continuity for fourth order problems, 
but their bilinear form is analogous to Babuska's finite element with penalty 
rather than to the bilinear form of Nitsche's method, i.e., it does not have 
the consistency and symmetry terms. 
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Not so much attention has been paid to IP methods since the early 1980's, 
although they have found a few new applications. In 1990, Baker, Jureidini 
and Karakashian [5] used interior penalties to enforce continuity on piecewise 
solenoidal vector fields for solving the Stokes equations. In the same year, 
Rusten, Vassilevski, and Winther [24] used an interior penalty method for 
second order elliptic problems as part of a preconditioner for mixed methods. 
Recently, Becker and Hansbo [10] used the IP approach as a way to enforce 
continuity across non-matching grids for domain decomposition. 

On the other hand, DG methods for the numerical treatment of nonlinear 
hyperbolic systems experienced a vigorous development during the last ten 
years due to a strong interaction with the ideas of finite volumes methods 
for hyperbolic problems; see a review of this development in [14]. But the 
evolution of the DG methods did not stop there. The necessity of dealing with 
problems that, together with a dominant convective part, had a non-negligible 
diffusive part, prompted several authors to extend the DG methods to elliptic 
problems. Thus in 1997, Bassi and Rebay [6] introduced a DG method for the 
Navier-Stokes equations and in 1998, Cockburn and Shu [15] introduced the 
so-called local discontinuous Galerkin (LDG) methods by generalizing the 
original DG method of Bassi and Rebay. Around the same time, Oden and 
Bauman [8], [9] introduced another DG method for diffusion problems. Their 
approach uses a non-symmetric bilinear form, even for symmetric problems, 
analogous to the one obtained from Nitsche's penalty form by reversing the 
sign of the symmetrization term, as disc'Ussed earlier. 

It was at this point that several authors were struck by the similarities 
between those recently introduced DG methods and the old IP methods and 
started to apply to the former the old techniques of analysis used on the lat­
ter. Thus, Brezzi et al. [12] studied several variations of the original method of 
Bassi and Rebay; Oden, Babuska and Baumann [20] studied the DG method 
of Baumann and Oden; Riviere and Wheeler [23], [22] analyzed several vari­
ations of the DG method of Baumann and Oden; and Siili, Schwab, and 
Houston [25], [26] synthesized the elliptic, parabolic, and hyperbolic theory 
by extending the analysis of DG methods to partial differential equations 
with non-negative characteristic form. Our long term goal is to follow this 
trend and produce a comprehensive study of the above mentioned methods 
as applied to elliptic problems. In this note, we recast all of the above men­
tioned methods within a single framework in order to lay down a basis for 
a better understanding of the connections among them, and, eventually, a 
unified analysis, that however we postpone to a subsequent paper. 

An outline of the paper is as follows. For the sake of simplicity and clarity, 
we present our unified framework for the classical problem of the Laplacian 
with homogeneous Dirichlet boundary conditions. In § 2, we provide a general 
framework for its discretisation by means of DG methods. This framework is 
an extension of the approach used by Cockburn and Shu [15] to define the 
LDG methods and allows us to include methods that are not LDG methods, 
like the IP methods and the DG method of Baumann and Oden. In the 
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next two sections we verify that indeed many known methods fall within our 
framework, and we present a partial classification of methods. A table listing 
all these methods is included in the final section. 

2 The general DG method for a model problem 

For the sake of simplicity, we restrict ourselves to the following model prob­
lem: 

-..1u = I in D, u=o on aD, 

where D is assumed to be a polygonal domain and I a given function in 
£2(D). To obtain the weak formulation upon which the discretization is 
based, we rewrite the above problem as follows: 

u='Vu, -'V,u=1 inD, u = 0 on aD. 

Let K be the closure of an open subset of D with a piecewise smooth bound­
ary. If we multiply the above equations by test functions and integrate for­
mally on K, we get 

f u.rd:r:=- f u'V.rd:r:+ f unK.rds, 
1K 1K 18K 

f u. 'Vv d:r: = f Iv dx + f U· nKV ds, 
1K 1K 18K 

where nK is the outward normal unit vector to oK. This is the weak formu­
lation we sought. We are now ready to define the DG method. 

We denote by Th a triangulation of D in polygons K, and by P(K) a 
finite dimensional space of smooth functions, typically polynomials, defined 
on the polygon K. This space will be used to approximate the variable u. We 
denote by E(K) another finite dimensional space of smooth functions that 
we are going to use in order to approximate the auxiliary variable u. Setting 

Vh := { v E £2(D) 

Eh := {r E (£2(D»2 
VIK E P{K) VK E Th}, 

I rlK E E(K) VK E Th}, 

and following Cockburn and Shu [15], we consider the following general weak 
formulation: Find Uh E Vh and Uh E Eh such that V K E Th we have 

f uh.rd:r:=- f uh'V·rd:r:+ L lh!.KnK.rds VrEE(K), (2) 
1K 1K ecaK e 

f Uh' 'Vv dx = f Iv dx + L 1 h~·K . nKV ds Vv E P(K), (3) 
1K 1K eC8K e 
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where the sums are taken over the edges e of the polygon K, and the nu­
merical fluxes h;,K and h~,K are approximations to lTle = 'Vule and to ule, 
respectively, on the edges of the triangulation. In order to complete the defi­
nition of a method we must provide the polynomial spaces P(K) and E(K) 
and the formula for the numerical fluxes h;,K and h~,K in terms of lTh and 
Uh. The choice of spaces will not playa large role in our study. For triangular 
elements, one could, for example, take P(K) to consist of all polynomials of 
degree p ~ 1 and E( K) to consist of all polynomial vector fields of degree 
p - 1 or p. The choice of the consititutive relations defining the fluxes, on 
the other hand, will be crucial. The flux choices affect the stability and the 
accuracy of the method, as well as properties such as sparsity and symmetry 
of the stiffness matrix; cf. [15] and [13]. As we shall see, different choices for 
the fluxes will lead to the different methods that we are going to discuss. 

Next, we discuss some basic properties that are shared by all the flux 
choices. 

1. Locality. Let K = Kl be an element in the triangulation, and let e be 
one of its edges. Assume first that e is an interior edge of our triangulation, 
so that there is a second element K2 sharing the edge e with K 1 • We then 
assume that h;,K and h~,K depend on the restrictions uhlK; and lThlK; of Uh 
and lTh to Ki, i = 1,2. More precisely, locality means that 

h!,K = h!,K(UhIKp lThIK"UhIK2, lThIK2). 

Actually, in all our examples, this fucntional dependence will have a special 
form in that both h;,K and h~,K will depend only on the traces of uhIK;, 
'VuhIK;, and lThlK; on the edge e. Since Uh, 'VUh, and lTh will, in general, be 
discontinuous across e, the trace of Uh IK, on e will be different from the trace 
of uhlK2 on e, and similarly 'VUh and lTh will each have two different traces 
on e. Thus h;,K and h~,K will depend linearly on the six quantities 

In our particular case of a homogeneous Dirichlet problem, the fluxes on 
boundary edges will have the same functional dependence on these six traces, 
provided we interpret the traces coming from K2 as follows: (uhIK2)le = 
0, ('VuhIK2 )le = ('VuhIK,)le, and (lThIK2)le = (lThIK,)le. Other boundary 
conditions can be handled easily as well, but, in order to keep the notation 
as simple as possible, we shall not discuss these here. 

Finally, it is important to note that in all the methods we are going to 
analyze, h~,K will not depend on lThlK; (nor on 'VuhIK;, but that will be less 
important). This, as we shall see, will allow us to eliminate the variable lTh 
at the element level, often with a considerable computational saving. 

2. Consistency. All the methods we consider are consistent in the sense 
that, in the functional form described above, 

h!,K (UIKp 'VUIKp UIK2' 'VUIK2) = 'Vule, 

h~,K (UIK" 'VuIKl> UIK2' 'VUI K2) = ule, 
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whenever 'II. is a smooth function satisfying the boundary conditions. 
9. Conservation. All our methods satisfy 

(4) 

when e is an edge shared by elements Kl and K 2 , and so we may write simply 
h!. This is a conservation property: if S is the union of some collection of 
elements, then, taking v to be identically unity in (3) and adding over K 
contained in S we get 

f f dz + L 1 h! . n ds = o. is eC8S e 

We close this section with several additional remarks concerning the above 
properties. 

1. As we have seen, if h~,K does not depend on (Th, then the auxiliary variable 
(Th can be eliminated locally in terms ofuh and VUh, using (2). When 
using triangles, the use of the orthonormal Dubiner basis [17] renders this 
elimination trivial. See also the extensions to 3D elements by Lomtev and 
Karniadakis [18]. 

2. In all the methods we consider, h~ depends either on the traces of VUh 

or on those of (Th, but not on both. The former category, for which the 
stiffness matrix tends to be much sparser, includes the IP methods and 
the method of Baumann and Oden; we discuss this category of methods 
in § 4. The latter category, which we discuss in § 3, includes the LDG 
family of methods. 

3. Most of the methods will satisfy, in addition to the conservation property 
(4), the analogous property h~,Kl = h~,K3 (in which case we write h~ 
for h~,K.) We shall refer to them as completely conservative methods. 
As we shall see, generally only completely conservative methods lead 
to a symmetric stiffness matrix after elimination of (Th. Except for the 
methods of Baumann and Oden, and the so-called pure penalty methods 
discussed at the end of § 4, all the methods we consider are completely 
conservative. 

4. We also note that, in view of (3), only the normal component h~,K . nK 
of h!,K enters the methods; its tangential component is irrelevant. In 
practice, the normal component will depend only on the normal traces. 

3 Numerical fluxes independent of VUh 

In order to describe the flux functions for various methods we need to intro­
duce some notation. Again let e be an edge shared by elements Kl and K 2 • 

Define also the normal vectors nl and n2 on e pointing exterior to K 1 and 
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K2, respectively. If v is a function on Kl U K2, but possibly discontinuous 
across e, let Vi denote (VIKi)le, i = 1,2. For a scalar function v we then define 

If r is a vector-valued function, we set 

Notice that the jump [ v] of the scalar function v is a vector parallel to n and 
that [r] is the jump of the normal component of the vector function r- it is 
hence is a scalar quantity. The advantage of these definitions is that they do 
not depend on assigning an ordering to the elements Ki. 

In this section, we consider the DG methods determined by the following 
choice of numerical fluxes: 

(5) 

Here {3e and "/ are vector-valued functions on e. Often they are constant, 
and, indeed, for many methods they both vanish. The term Qe([ Uh]) could 
simply be taken to be 

(6) 

for some constant (or function) rt. Another possibility arises from the work 
of Bassi, Rebay, Mariotti, Pedinotti, and Savini [7]. Namely, we define the 
operator re : Ll(e) -+ Eh by 

and set 

(7) 

First we rewrite the method by inserting the flux formulas (5) into the 
Galerkin equations (2)-(3) and adding over K E Th. Denoting by Eh the set 
of all element edges, after simple algebraic manipulations we obtain 

[Uh·rdx=L: [Vuh· rdx + L:l<-re .[uh][r]-luh].{r})ds, 
in K iK eEl" e 

(8) 

L: [ Uh· Vvdx = [ fvdx+ :E 1( {Uh} - Qe([ Uh]) + {3e[Uh]) . [v] ds 
K iK in eEl" e 

(9) 
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for all T E Eh, v E Vh. If we take all the ae, (3e, and -ye to vanish, we recover 
the original DG method of Bassi and Rebay, cf. [6], formulae (13) and (15), 
and also [11], equations (12) and (14). This method can be unstable, at least 
for uniform meshes; see [11]. However, stability is achieved if a e is a positive 
operator. Defining ae by (7) with TJe > 0 (and still with f3e and -ye zero) gives 
the variant of the method of Bassi and Rebay [6], as proposed by Brezzi et al. 
[12], formula (24). Defining ae by (6), TJe > 0 gives the LDG methods (which 
allow general (3e and -ye). 

Next, we eliminate lTh to rewrite the method in terms of Uh alone (this 
is usually the preferred implementation in practice). To do so, we define 
two operators, Rand L. The operator R : Vh -+ Eh is given by R(v) = 
Eeee" re([ v]), or, equivalently, 

(10) 

(11) 

Denoting by P1J the L2-projection onto Eh, we can now rewrite equation (8) 
as 

(12) 

and equation (9) as 

~ [ lTh·Vvdx= [ fvdx+ [ lTh·(-R(v)+L«(3·[v]» K iK in in 
-~ 1 ae([Uh])· [v]ds. (13) 

eeE" e 

Here we mean by (3 and 'Y the functions on U t:h which are given by (3e and 
-ye, respectively, on each edge e. Finally, inserting (12) in (13), we get 

~ [ (P1J(VU h) + R(Uh) + L('Y. [Uh]») . (Vv+R(v)-L«(3. [v]») dx K iK 
+ ~ 1 ae([uh])·[v]ds= 1 fvdx. (14) 

eeE" e n 
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Note that the second sum on the left-hand side of (14) is symmetric with 
respect to Uh and v. Indeed 

if a e is defined by (6), 

if ae is defined by (7). 

It is thus clear that a symmetric stiffness matrix is obtained if we choose 
f3e = _;e for all e. This choice was suggested by Cockburn and Shu [15] for 
the LDG methods. 

In practice the inclusion V P(K) C E(K) generally holds. In that case 
the projection PE is not needed in (14). 

Finally, we remark that ifthe support of v is contained in a single element 
K, then the support of R( v) will generally contain all the elements that 
contain an edge of K. Consequently the product R(Uh) . R(v) in (14) will 
generally have a big negative impact on the sparsity of the stiffness matrix. 
This problem is much less severe when the numerical fluxes are independent 
of U'h. 

4 Numerical fluxes independent of Uk 

First we consider, instead of (5), the following numerical fluxes: 

where (3e and "/ are still vector-valued functions on e. Let us proceed now 
to the elimination of the variable U'h as we did at the end of the previous 
section. By using the definitions of R and L, (10) and (11), respectively, a 
simple computation gives us that 

L: f (PE(VUh) + R(Uh) + L(-y . [Uh]») . Vv 
K iK 

+ VUh . (R(v) - L({3. [v]» dx (15) 

+ L: 1 ae([Uh])·[v]dx= f fvdx. 
eeE" e in 

For {3 = ; = 0 and a chosen as in (6), we recover the old IP method of [16] 
and [1], while for f3 = ; = 0 and a as in (7) we recover the second formulation 
of the original DG method of Bassi and Rebay introduced by Bassi, Rebay, 
Mariotti, Pedinotti, and. Savini [7]. As proven in [11], under rather general 
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assumptions, and for triangular elements, the scheme is stable and optimally 
convergent whenever "Ie > 3, where the number 3 represents, in essence, the 
number of edges per element. 

Notice that now the number of non-zero entries of the stiffness matrix is 
reduced to its minimum. This is due to the fact that the term R(Uh) . R(v) 
that appeared in (14) is not present anymore in (15). 

We now consider another family of numerical fluxes. Let us choose: 

(16) 

where ( and 6 are real parameters. Different choices for these parameters 
will select different methods. We point out immediately that for 6 ::p 0 the 
corresponding methods will not be completely conservative, and for ( ::p 1 
consistency will be violated. 

Using (16) in (2)-(3) and proceeding in the elimination of O'h as before, 
we get 

L: I (PE(VUh)· Vv + (1- 26)R(Uh) . Vv + (VUh . R(v)) dz 
K JK 

+ L: 1 ae([uh])·[v]dz= 1 fvdz. 
eee,. e n 

(17) 

For 6 = 1, ( = 1, a e = 0, and V P(K) C E(K) (so restricted to V P(K), 
PE reduces to the inclusion operator and can be suppressed), this is exactly 
the DG method of Baumann and Oden. To see this, let us rewrite the above 
equation. We start by noting that 

I Vu.R(v)dz=- L: l[v]{Vu}ds=-L: I OvDoou ds, 
In eee" Je K J8K nK 

where we set, in each element K, for every e E aK, 

OvD = !(vint - ve~t)e, 
2 

with obvious meaning of the symbols. With this notation and when V P(K) C 
E(K), the equation (17) can be rewritten as 

~ (L VUh . Vv dz + lK «26 - 1)aUhD ~: - (avD °aU:) dS) 

+ L: l ae([ Uh])· [v] ds = I f vdz, 
eee" e In 

which is nothing but the DG method of Baumann and Oden when 6 = ( = 1 
and a e = 0, as claimed. This scheme has been analyzed by Oden, Babuska, 
and Baumann [20], and requires some extra assumptions to achieve stability, 
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e.g., polynomials of degree ~ 2. The situation would clearly improve by taking 
n e as in (6) or (7) with TJe > O. This is also indicated by Siili, Schwab, and 
Houston in [25] and [26], where a full analysis of these methods (with 6 = 0 
or 1, , = 1 and n e as iIi (6), TJe > 0) is performed. 

On the other hand, by taking 6 = 1/2 and, = 0 in (16), equation (17) 
becomes 

This, when V P(K) C E(K), can be seen as an extension of the Babuska­
Zlamal IP method [3] to second order elliptic problems, when n e is chosen as 
in (6). If instead, n e is chosen as in (7), we obtain the penalty formulation 
proposed in [12]. Note that both methods are inconsistent, so that, in both 
cases, TJe has to go to +00 when the meshsize tends to zero, although with 
different speed for the two cases; for triangular grids, TJe should behave as 
lel- 2p- 1 in the former case, and as lel- 2p in the latter, where p is the degree 
of the polynomials in P(K). 

5 Concluding remarks 

In this paper, we have proposed a unified framework to study a large class of 
DG methods for elliptic problems. This class includes the classical IP methods 
as well as practically all the recently introduced DG methods. The following 
table summarizes the flux choices needed to obtain the methods discussed; for 
all these methods P(K) is a standard polynomial space and E(K) is taken 
large enough to contain V P(K). 

Method he,K 
t7 

he,K 
tJ 

Bassi-Rebay 1 {Uh} {Uh} 
Brezzi et a1. 1 {Uh} ~ TJe{re([ Uh])} {Uh} 
LDG { Uh} - TJe [ Uh] + {3e [ Uh] {Uh}+-ye[Uh] 
IP {VUh} - tt[ Uh] {Uh} 
Bassi-Rebay 2 {VUh} _TJe{re([ Uh])} {Uh} 
Baumann-Oden {VUh} {Uh}-[uh]·nK 
Babuska-Zlamal -TJe[ Uh] uhlK 
Brezzi et al. 2 -TJe{re([ Uh])} uhlK 
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We saw that this class subdivides naturally into completely conservative 
methods and partially conservative methods, on the one hand, and into meth­
ods whose fluxes are independent of (Th and methods who aren't. We saw that 
completely conservative methods give rise to symmetric problems when the 
parameters of their numerical fluxes are suitably defined, and that partially 
conservative methods might give rise to non-symmetric methods. We also 
saw that DG methods whose numerical fluxes are independent of (Th produce 
stiffness matrices with a remarkably· smaller number or non-zero entries. 

We believe that such a unified framework could facilitate the understand­
ing of the various methods and their relationships, as well as a possible unified 
analysis of their convergence properties. 
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Abstract. We summarize several techniques of analysis for finite element methods 
for linear hyperbolic problems, illustrating their key properties on the simplest 
model problem. These include the discontinuous Galerkin method, the continuous 
Galerkin methods on rectangles and triangles, and a nonconforming linear finite 
element on a special triangular mesh. 

1 Introduction 

Let Q be a bounded polygonal domain and consider the simple linear hyper­
bolic problem: 

a . 'V u = f in Q, 

where a = (at, a2) is a constant vector and rin(Q) is the portion of the 
boundary of Q on which a . n < 0, with n denoting the unit outward normal 
to aQ. 

In this paper, we review several finite element methods proposed for this 
model problem, and discuss the key ingredients of their analysis. At the most 
basic level, all of the numerical analysis tries to follow in some way the basic 
conservation property of the homogeneous equation. That is, multiplying the 
homogeneous equation by u and integrating over a subdomain G, we have 

O=(o:.'Vu,u)a=~ r 0:''V(U2)=~ r u20:.n. 
2 Ja 2 JaG 

This may be written in the form 

since 0:' n ~ 0 on rout(G) and 0:' n ~ 0 on rin(G). 

* This work was supported by NSF grant DMS-9704556. 
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If we choose Q so that it is the disjoint union of sub domains G; and sum 
these identities, cancellation of integrals over the common boundaries leads 
to the conservation result: 

It is this type of analysis that we wish to follow at the discrete level to obtain 
stability and an error analysis of finite element approximation schemes. 

2 The Discontinuous Galerkin Method 

We begin with the method which is the subject of this conference, and whose 
analysis is the most familiar. Let Th denote a triangulation of Q into triangles 
T of diameter:::; hand Pn(T) the space of polynomials of degree:::; n on T. 
For each T E Th, the discontinuous Galerkin method is: 

Find Uh E Pn (T) such that 

(a. VUh, Vh)T - f J[Uh] Vh a . n = (I, Vh)T 
Jrin(T) 

(1) 

for all Vh E Pn(T), where J[v] = v+ - v-, with v±(x) = limf-+o:!: v(x + fa), 
u;;(x) = g(x) if x E rin(Q), and (-,.)T denotes the L2 inner product over T. 

For this method, one can follow the lead of the continuous problem and 
take the test function Vh = Uh. Then for the homogeneous problem f = 0, 

Integrating the first term by parts as before and recombining terms, one gets 

Summing over all triangles in the triangulation comprising Q gives 

This identity is of course the basic one needed to establish stability of the 
method. The additional test function a·Vuh, used by Johnson and Pitkaranta 
[4] provides additional stability and leads to an improvement in the error 
estimates originally obtained by Lesaint and Raviart [5]. 
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3 Winther's method 

Next consider a method proposed by R. Winther, using a rectangular mesh. 
The approximate solution is sought in the space of continuous tensor product 
piecewise polynomials of degree ::; n in each variable. On each rectangle R, 
the approximate solution Uh E Qn is determined by: 

for all Vh E Qn-i, 

where Qn denotes the space of tensor products of polynomials of degree n 
in x and y. These equations must be solved in an order determined by the 
characteristic direction and it is assumed that Uh is already known on the 
inflow boundary of the rectangle R. In the simplest case n = 1, Uh is known 
at 3 of the rectangle vertices and the value at the fourth is determined by 
taking inner products against constants. In this case, the method is the box 
scheme or a simple finite volume method. 

The analysis of such a method is not so obvious, since the test function 
Vh = Uh is not allowed. Winther's idea is to get conservation of a quantity 
equivalent to £2 conservation of U by choosing two test functions. The first is 
(Uh)",y. Considering the homogeneous problem, and dropping the subscript 
h for the moment, we have for the rectangle Rii with corners (ih,jh), ([i + 
l]h, jh), (ih, [j + l]h), and ([i + l]h, [j + l]h), 

where s denotes the unit tangent vector to 8Rii and U r = \i'u . s denotes the 
tangential derivative along 8Rii . 

Since Uh is continuous across rectangle edges, so is (Uh)r, so summing 
over all rectangles leads to cancellations and the following result. 

Since this is only a seminorm for functions defined on these boundaries, 
Winther considered a second test function, which is closer to the spirit of 
the original analysis. Letting P", and Py denote £2 projections into polyno­
mials of degree n - 1 in x and y, respectively, Winther used the test function 
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Vh = P:c,yUh, where P:c,y == P:cPy. Again dropping the subscript h, we have 

where now Po represents L2 projection into polynomials of degree n - 1 
along an edge. Adding h2 times the first identity to the second identity gives 
conservation of a norm that is equivalent on piecewise polynomials to the L2 
norm. 

4 The Continuous Galerkin method on triangles 

This method was originally proposed by Reed and Hill [6] and was analyzed 
in [2]. Here we note that are two types of triangles: type I triangles with 
one inflow side and type II triangles with two inflow sides. We then seek 
an approximate solution in the space of continuous piecewise polynomials of 
degree :::; n determined on each triangle T by the variational equations 

where Vh E P n - 1(T) on a type I triangle and Vh E P n - 2(T) on a type II 
triangle. By continuity, Uh will already be known at n + 1 degrees of freedom 
on a type I triangle and at 2n + 1 degrees of freedom on a type II triangle. 
Since the total number of degrees of freedom for polynomials of degree :::; n 
is equal to (n + 1)(n + 2)/2, and 

(n + 1)(n + 2)/2 = n(n + 1)/2 + (n + 1) = (n - l)n/2 + (2n + 1), 

we have the same number of equations as unknows on both types of triangles. 
Once again, the analysis of this method is not so obvious, since the simple 
test function Vh = Uh is not allowed. However, Winther's analysis gives a 
clue and Richter noticed that the analogue of u:cy for triangles is the choice 
v = UTI T2' with Tl and T2 chosen to be the variables along the two inflow 
sides of a type II triangle or two outflow sides of a type I triangle. This leads 
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to the following useful identity. 

where r3 is the inflow side of a type I triangle and the outflow side of a type 
II triangle, and ni is the unit outward normal to ri. Once again, the conti­
nuity of Uh ensures the continuity of (Uh)r across triangle edges and when 
this identity is summed over the triangles, cancellations occur on the triangle 
boundaries which lead to a stability result. For the homogeneous problem, 
0: . 'VUh = 0 on a type I triangle, and although this is not true on a type II 
triangle, this term appears with the right sign so its presence does not inter­
fere with the basic stability result. As in the approach of Winther, another 
test function must be used to control the full norm on triangle boundaries. 

5 Analysis using characteristic coordinates 

There is another approach to error analysis of these methods which can be 
applied to other methods as well. In this approach, described more fully in [3], 
we use a coordinate system with one coordinate in the characteristic direction 
and a second coordinate either orthogonal to the characteristic direction or 
else lying along the inflow side of a type I triangle or the outflow side of a 
type II triangle. 

In the notation of Fig. 1, a triangle T may be described by 

T = ({s, t) : S E [Sin(t), SOtlt(t)], t E [to, tIl}. 

Using this coordinate system, one can integrate along the characteristics to 
write the exact solution in the form 

U(s, t) = Uin(t) + 1· f ds . 
• in(t) 

We now show how to get a similar formula for the discontinuous Galerkin 
solution on a type I triangle. Since the function S-Sin (t) is linear and vanishes 
on rin(T), Vh = [s - Sin(t)]q is a polynomial of degree ~ n when q is a 
polynomial of degree ~ n - 1. Choosing this test function in (1), we get 

Since (Uh). E Pn-I(T) and S - Sin(t) 2: 0 in T, this implies (Uh)s = Rn-d, 
where Rn-I denotes the projection of f into Pn- 1(T) with respect to the 
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s 

t 
to t 

Fig. 1. Characteristic coordinates 

weighted L2 inner product [I, q] = ([S-Sin(t)l!, q). Using this result, choosing 
Vh = wet) in (1), and rearranging terms, we also get 

l tt 

to 
(ut"n - u;:,in)w(t) dt = (f - Rn-d, W)T 

l tl [1.30"t(t) 1 = (f - Rn-d) wet) dt. 
to 3i .. (t) 

Since Ut,in - uh,in E Pn[to, ttl, (polynomials of degree $ n in t), 

1.30"t(t) 
ut in - Uh in = Qn (f - Rn-d) ds, 

I I 8in(t) 

where Qn denotes L2 projection into Pn [to , tl]' Hence 

Uh(S, t) = uh,in + [ut,;n - uh,in] + /.8 (Uh)8 ds 
8in(t) 

/.80.t (t) /.8 
= Uh,in + Qn (f - Rn-d) ds + Rn-d ds. 

8i .. (t) 3i .. (t) 
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It follows immediately that 

On a type II triangle, using the test function Vh = w(t) E Pn[to, tl], we 
get by integration by parts that 

(I, w)T = (a . \!Uh, W)T - f J[Uh] wa· n 
Jrin(T) 

= f Uh wa . n - f J[Uh] wa . n 
J8T Jrin(T) 

= f uh wa. n + f uh wa . n 
JrOUi(T) Jrin(T) 

i tl 
= [uh out - uh in]w(t) dt. 

to' , 

When f = 0, since uh,out and w(t) E Pn [to, tl], we get that uh,out = QnU'h,in' 
One can then obtain an error analysis for this method by using t-dependent 

test functions. Setting e = U - Uh and rewriting the discontinuous Galerkin 
error equation in the form 

0= (a·\!e, Vh)T- f [e+ -e-]a·n = -(e, a'\!Vh)T+itl (e~ut-eht)vh dt, 
Jrin(T) to 

we get for test functions Vh = Vh(t), that 

Choosing Vh = Qn(e~ut + eht ), we get 

IQne~ut 12 = IQneht 12. 

Equivalently, 

On a type II triangle, uh,out is a polynomial of degree ~ n in t, so 

On a type I triangle, we get using (2) and the fact that u'h in E Pn[to, tl] that , 
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U sing this formula, it is not difficult to show that 

We can now sum these identities in the usual way to produce the standard 
error estimate 

A similar approach can be used to analyze the continuous Galerkin method. 
The test function w(t) = Qn-l(e~ut + e~n) produces the basic estimate 

IQn-le~utI2 = IQn_le~nI2, 

from which an error estimate can be obtained using a similar technique. 
The analogue for the continuous Galerkin method of the condition uh out = , 
QnUh,in holding for the discontinuous Galerkin method on a type II triangle 

when t = 0 is that [uh,out]' = Qn-l[Uh,inl'. 

6 A nonconforming piecewise linear approximation 

A natural question is whether this technique can be used to analyze methods 
that don't already have another method of error analysis. One class of such 
methods are those that lie somewhere between the continuous and discontin­
uous Galerkin methods in the sense that only certain moments are required 
to be continuous across element edges. Perhaps the simplest example is a 
method that seeks an approximate solution in the space of nonconforming 
piecewise linear elements, i.e., piecewise linear functions continuous at the 
midpoints of triangle edges. On a type II triangle, the solution would already 
be known at the midpoints of the two inflow edges (i.e., average values are 
continuous across edges). The remaining degree of freedom could be deter­
mined by requiring the finite volume condition that 

h 0:. V'Uh V = htv 
for all constant functions v. On a type I triangle, the solution would be 
known at the midpoint of the inflow edge and several possibilities exist for the 
remaining two equations. Perhaps the simplest is to require the finite volume 
condition above and also to require that the first moment be continuous 
across the inflow edge, i.e., continuity of Uh across the inflow edge of a type I 
triangle. Again, it is not obvious how to analyze such a method since the test 
function v = Uh is not allowed. An error analysis, using the t-dependent test 
functions described above, can be found in [1] in the case when each type II 
triangle, together with a type I triangle whose inflow side is the outflow side 
of the type II triangle, forms a parallelogram. 
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The identity for the homogeneous problem, which is the key to the anal­
ysis, is obtained by first integrating by parts to write the homogeneous vari­
ational equation in the form 

and choose the constant test function 

on a type I triangle and 

on a type II triangle, where Pin is the L2 projection into constant functions 
on rin(T) on a type I triangle and Pout is the L2 projection into constant 
functions on rout(T) on a type II triangle. On a type I triangle, this leads to 
the identity 

IPinUh,outl2 = IPinUh,inl2 

Since PinP out = Pin on a type I triangle, 

IPoutUh,out 12 = IPinPoutUh,out 12 + 1(1 - Pin)PoutUh,out 12 
= IPinUh,inl2 + 1(1 - Pin)PoutUh,outI2. 

On a type I triangle, it is easy to see that Pout Pin = Pin Pout and since 
a . V'Uh = 0, Uh,out(t) = Uh,in(t). Hence 

(1 - Pin)PoutUh,out = Pout(l - Pin)Uh,in = [dUh/dt]PoutQ(t), 

where Q(t) = t-ta., with to. being the average value oft on [to, td. Combining 
these results, we have on a type I triangle that 

IPoutUh,outl2 = IPinUh,inl2 + [dUh/dtj2IPoutQI2. 

In a similar fashion, we can show on a type II triangle that 

IPoutUh,outl2 = IPoutUh,inl2 

and then using the fact that PoutPin = Pout, it follows that 

IPoutUh,outl2 = IPoutUh,inl2 = lPoutPinUh,inl2 

= lPin Uh,inl 2 -1(1 - Pout)PinUh,inI2. 
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Combining these results, we obtain 

!PoutUh,out\2 + [dUh/dt]2\PinQ\2 = \PinUh,in\2. 

In the case when a type I triangle Tl and a type II triangle T2 form a paral­
lelogram P, one can show that \PoutQ\2 on Tl is equal to \PinQ\2 on T2. Since 
[dUh/dt]2 is continuous across the common boundary of Tl and T2, adding 
the above identities leads to cancellation of the [dUh/dt]2 terms and results 
in the identity 

!PoutUh,out \}ov.(Tl) ~ \Pin Uh,in \},n(T2)· 
Since the above quantities are continuous across triangle edges, we may now 
sum over all triangles to produce a global stability result 

\PoutUh,out \}o".(n) = \PinUh,in \}in(n), 

which is analogous to the stability result for the continuous problem. An error 
analysis based on this approach leads to the estimate 

\Pout(u - Uh)\rou.(n) + lIu - uhlln ::; C h2 l1 ulI3,n. 

Note that the estimate is of optimal order in L2, but requires additional 
regularity of the solution. The key idea here is the fact that if the adjacent 
triangles Tl and T2 form a parallelogram and U E H3(Tl U T2)' then for all 
w E PO(Tl U T2), 

I f 0: . V'( U - UI)W dx dyl ::; Ch2I1uII3,TIUT2I1wllo,TlUT2' JTIUT2 

where UI is the standard continuous piecewise linear interpolant of u. 
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Abstract. We develop software tools for the solution of conservation laws us­
ing parallel adaptive discontinuous Galerkin methods. In particular, the Rensselaer 
Partition Model (RPM) provides parallel mesh structures within an adaptive frame­
work to solve the Euler equations of compressible flow by a discontinuous Galerkin 
method (LOCO). Results are presented for a Rayleigh-Taylor flow instability for 
computations performed on 128 processors of an IBM SP computer. In addition 
to managing the distributed data and maintaining a load balance, RPM provides 
information about the parallel environment that can be used to tailor partitions to 
a specific computational environment. 

1 Introduction 

By concentrating the computational effort in regions where solution resolu­
tion would otherwise be inadequate, adaptive finite element methods (FEMs) 
provide a reliable, robust, and time- and space-efficient means of solving prob­
lems involving partial differential equations [4]. Portions of the finite element 
mesh may be refined or coarsened (h-refinement), be moved to follow evolving 
phenomena (r-refinement), or use methods of different order (p-refinement) to 
enhance resolution and efficiency. In addition to adaptivity, parallel compu­
tation is essential for solving large three-dimensional problems in reasonable 
times. The discontinuous Galerkin (DG) method [5,6] provides an effective 
means of solving conservation laws on unstructured meshes in a parallel com­
puting environment (§2). The discontinuous basis can capture shock waves 
and other discontinuities with accuracy, and the compact (nearest neighbor) 
stencil minimizes interelement communication. This stencil, furthermore, re­
mains compact with high-order polynomial bases, which is (virtually) essen­
tial for unstructured mesh computation. 

Reusable software libraries allow finite element problems to be solved 
without concern for the details of the underlying mesh structures, adaptive 
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procedures, or parallelization. We are developing such libraries to support 
parallel adaptive finite element computation [10,11,26]. The conventional 
array-based data representations used for fixed-mesh computation are not 
well suited for adaptivity by h- or p-refinement [1]. However, alternative 
structures complicate the automatic (compiler) detection of parallelism. We 
describe (§3) software to manage distributed mesh data and to provide infor­
mation about the computational environment by explicit parallelism achieved 
by message passing using the Message Passing Interface (MPI) [19]. Parti­
tioning and dynamic load balancing algorithms distribute the computation 
across the processors by a domain decomposition of the spatial (or space­
time) mesh. 

The DG software is applied to a Rayleigh-Taylor flow instability (§5). 
This computation represents a preliminary step in the study of thermonuclear 
flashes on astrophysical bodies, such as neutron stars and white dwarves [18]. 
Two-dimensional studies [13,14] have shed light on the instability, but the 
phenomenon is three-dimensional, and such computations are essential for 
understanding. The problem is, however, quite complex, and the results pre­
sented here are only a first step in this direction. 

2 The Discontinuous Galerkin Method 

We consider three-dimensional conservation laws of the form 
3 

Ut(x,t) + Eft(x,t,U)Zi'= 0, x E n,t > 0, 
i=l 

with initial conditions 

U(x,O) = uo(x), x E n u 8n, 

(la) 

(lb) 

and appropriate well-posed boundary conditions. For the Euler equations, 
the vector U specifies the fluid's density, momentum components, and en­
ergy. The subscripts t and Xi, i = 1,2,3, denote partial differentiation with 
respect to time and the spatial coordinates. Finite difference schemes for (1), 
such as the Total Variation Diminishing (TVD) [25,27] and Essentially Non­
Oscillatory (ENO) [24] methods, usually achieve high-order accuracy by us­
ing a computational step-cil that enlarges with order. However, a wide stencil 
makes the methods difficult to implement on unstructured meshes and lim­
its efficient implementation on parallel computers. Finite element methods 
have stencils that involve only their neighboring elements regardless of the 
method order. This allows them to model problems With complex geometries 
and leads to efficient parallelization. We discretize (1) using a DG finite ele­
ment method [3,5,6] with a piecewise-continuous spatial basis of polynomials 
relative to a tetrahedral element nj , j = 1,2, ... , J, of the mesh on n. This 
basis has a more compact stencil than customary finite element approxima­
tions and involves communication only across element faces. 
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The numerical approximation U of u is discontinuous on anj; thus, the 
flux f(u) required by the DG method is ambiguous there. It is customarily 
specified by a "numerical flux" function h(Uj, Uj) that depends on the so­
lution states uj and Uj on the interior and exterior, respectively, of anj. 
Several numerical flux functions are possible [6,24]. Here, we use the method 
of Colella and Woodward [7,8] to compute an approximate solution to the 
Riemann problem at anj. This method is based on a Newton's method al­
gorithm of Van Leer [28] but makes the simplifying assumption that wave 
speeds are the same for both shocks and rarefactions. For efficiency, condi­
tions within rarefactions are computed by linear interpolation to avoid the 
evaluation of a rational power. Once the ambiguity on anj has been resolved, 
the flux may easily be computed. Because of a required iteration, the Colella 
and Woodward flux is 2-3 times more expensive to evaluate than Van Leer's 
flux vector splitting [9,17,29], but it offers much greater resolution at contact 
discontinuities. 

Computations with polynomial degrees p > 0 require flux or solution 
limiting to preserve a monotonic behavior near discontinuities. Biswas et 
al. [3] describe an adaptive solution limiting that avoids ''flattening'' the 
solution near smooth extrema and maintains the expected o (hP+1 ), h = 
max1~j~J diam(nj ), L1 convergence rate when solutions are smooth [3,6]. 
The results in §6 use a piecewise-constant (p = 0) basis with explicit Euler 
integration in time; hence, limiting is unnecessary. 

3 Rensselaer Partition Model 

The Rensselaer Partition Model (RPM) [26] provides distributed mesh data 
structures and information about the parallel computational environment in 
which a program is executing. The basic mesh data structures in RPM are 
provided by the SCOREC Mesh Database (MDB) [1]; however, many of the 
ideas may· be applied to other systems. MDB includes operators to query 
and update a mesh data structure consisting of a full mesh entity hierarchy: 
three-dimensional regions, and their bounding faces, edges, and vertices, with 
bidirectional links between mesh entities of consecutive order. Regions serve 
as finite elements in three dimensions, while faces are finite elements in two 
dimensions or interface elements in three dimensions. The full entity hierarchy 
allows efficient mesh modification during h-refinement [22] and facilitates p­
refinement [21] by allowing attachment of degrees of freedom to the mesh 
entities and by providing necessary geometric information. Mesh entities have 
an explicit geometric classification relative to a geometric (CAD) model of 
the problem domain. This allows the mesh to remain correct with respect 
to the geometry during h- or p-refinement. Mesh entities are stored with the 
geometry, so inverse classification information (retrieval of all mesh entities 
classified on a given model entity) is readily available. This is useful, for 
example, when applying a boundary condition on a model face. Rather than 
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visiting all faces in the mesh and querying each to check whether it is on the 
desired boundary, a list of the needed entities is traversed directly. 

Each entity in a distributed finite element mesh is uniquely assigned to a 
partition. Each partition is assigned to a specific process, with the possibility 
that multiple partitions may be assigned to a single process. "Process" in this 
context refers to an address space. The model is hierarchical, with partitions 
assigned to a process model and processes assigned to a machine model. 

The machine model represents the computational environment: the pro­
cessing nodes and their network interconnections. The process model maps 
processes to the computer and maps interprocess communication to intercom­
puter networks or, perhaps, to a shared-memory interface. Partitions know 
the mesh entities that they contain, and mesh entities know their partition 
assignments (partition model classifications) . 

(b) 

Fig.!. A sample two-dimensional mesh (a), target parallel environment in which 
the mesh is to be partitioned {b), and partitioning of the mesh and assignment to 
processes and machines for the parallel environment (c). 

In Figure 1, we see a sample two-dimensional mesh (a) and a target par­
allel environment consisting of two 2-way SMP workstations connected by a 
network (b). Figure 1 (c) shows a partitioning of this mesh and the assignment 
of those partitions to the processes and machines of the target environment. 
Six partitions are created and assigned to four processes, since four processors 
are available. Two processes are assigned two partitions, while the other two 
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are assigned only a single partition. The four processes are further assigned 
to the available machines, two to each. 

Mesh entities are replicated only when on a partition boundary that is 
also a process boundary. Figure 2 shows two-dimensional examples of mesh 
faces that share a common edge across a partition boundary. The shared 
mesh edge is classified On the partition boundary in each case. On the left, 
the partition boundary is local to the process, so the mesh entity need not 
be replicated and is stored only with the partition boundary mesh. On the 
right, the partition boundary is also On the process boundary. This partition 
boundary is replicated in each process, so any mesh entity classified On this 
boundary must also be replicated. 

~ 
Local Partition Boundary J Partition Boundary 

\. (replicated) 
Proceas Boundary 

Fig. 2. Partition classification of mesh entities at a same-process partition (left) 
and at a process-boundary partition (right). 

4 Adaptive Methods 

Adaptive spatial h-refinement [20,23] is edge based, using error indicators to 
guide enrichment. An element may be subdivided isotropically or anisotrop­
ically, according to predefined templates, depending On the number of its 
edges selected for refinement. Coarsening is performed when a COnvex poly­
hedron of elements request it. A central vertex is identified, the interior edges 
of the polyhedron are removed, and the polyhedron is remeshed to form 
fewer elements. Both refinement and coarsening are performed On distributed 
meshes. During refinement, interprocessor communication is required to up­
date shared vertices, edges, and faces; however, element migration is not 
necessary. Coarsening requires that the entire polyhedron of elements lie On 
the same processor, so element migration may be required if the mesh near 
an interprocessor boundary is marked for coarsening. 

With a wide range of element sizes, it is advantageous to use a local 
refinement method (LRM) [12,16] where spatially dependent time steps are 
based upon the Courant stability condition. In a given time period, a small 
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number of large time steps will be taken on large elements, while the opposite 
will occur on small elements. 

The time step for ilj is determined from the Courant condition as 

(2) 

where rj is the radius of il/s inscribed sphere and Vj is the maximum signal 
speed on ilj . For the Euler equations, Vj is the sum of the fluid speed and the 
sound speed. The parameter a is introduced to maintain stability in areas of 
mesh gradation. We empirically chose a = 0.65, but a more thorough analysis 
is necessary. 

Elements may take any stable time step; however, small differences in 
element sizes and shapes lead to minor differences in time steps. These dif­
ferences, in turn, lead to time stepping many isolated elements, which causes 
additional flux evaluations and interpolations. Efficiency can, thus, be im­
proved by rounding time steps down to the next lower (fractional) power of 
two. This time stepping also helps to organize the computation [15]. 

Temporal interpolation requires storage for solution data at the previous 
and current times. Additional space may be required so that the solution 
may be synchronized and interpolated to a common time for checkpointing 
or outputting. The interval between synchronization times is referred to as 
a major step. Each major step is composed of several smaller steps, each of 
which performs a single time step on elements that have the necessary data 
from their neighbors. 

5 Rayleigh-Taylor Flow 

The resulting software package implementing the parallel adaptive DG solu­
tion of the compressible Euler Equations is called LOCO. It has been built 
using the parallel structures and dynamic load balancing algorithms within 
RPM. 

In collaboration with scientists at the University of Chicago and Argonne 
National Laboratory, we are working toward complete simulations of ther­
monuclear flashes on astrophysical bodies such as neutron stars and white 
dwarves. One crucial aspect of these simulations is the correct modeling of the 
flame front as it leaves the surface of a compact star in a deflagration stage. 
Because the relatively dense nuclear fuel lies above the less-dense nuclear 
ash, the front is subject to Rayleigh-Taylor instabilities. These dramatically 
alter the shape and area of the burn region and, consequently, the duration 
and strength of the nuclear flash. Large problems sizes are necessary to ac­
curately model this phenomenon because fine-scale features can dramatically 
affect the large-scale features. 

As a preliminary step, we solve a Rayleigh-Taylor instability problem in a 
rectangular parallelepiped (x, y E [0,0.25], Z E [0,1]) containing an ideal gas 
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with'Y = 5/3. Initially, the gas in the top half of the domain has density p = 2 
and that in the bottom half has p = 1; thus, the Atwood Number is 1/3. The 
interface between the two regions is sharp. Pressure is unity at the top of 
the domain and increases toward the bottom with hydrostatic gradient pg, 
where 9 = 1 is the acceleration of gravity acting in the z direction. Far-field 
conditions are applied on the sides, and the pressure is prescribed at the top 
and bottom to maintain the hydrostatic equilibrium. An initial single-mode 
sinusoidal velocity perturbation [30] is 

Vz = -Ez cos811'xcos811'ysinT lI'Z, 

where 

The velocity perturbation has magnitude Mo = 0.05 and "tapers oft''' from 
the interface with a factor of T = 6. The planar cross terms Vz and V1I are used 
for consistency with other software and are of importance with incompressible 
flows. 

6 Computational Results 

The Rayleigh-Taylor problem was solved on 128 processors (32 4-way SMP 
nodes) of an mM SP computer. Error indicator and refinement tolerances 
were chosen to detect the interface between the high- and low-density regions, 
and refined to a given edge length in that region. The initial mesh consisted 
of 234,421 regions. At t = 0.28, the mesh has been adaptively refined to 
5,116,334 regions. Octree partitioning with a Morton traversal (OCTPART) 
and interprocessor boundary smoothing [II] was used to rebalance the com­
putationalload after each adaptive enrichment. Details regarding the parallel 
efficiency of OCTPART and other tools used in this computation are reported 
elsewhere [12,11]. 

Figure 3 shows the fluid density at t = 0.28 with (left) and without (right) 
mesh projections on a plane through the center of the domain. The instability 
is beginning; however, additional computation is necessary to see the complex 
flow that develops. The adaptive process has clearly concentrated the mesh in 
the interface zone. The interface is much more sharply defined than previous 
simulations, which employed a van Leer flux vector splitting rather than the 
Colella and Woodward fluxes. 
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Fig. 3. Densities at t = 0.28 for a Rayleigh-Taylor flow projected on a plane through 
the center of the domain. Densities range from 1 (blue) to 2 (red) . The projection 
on the upper left includes the mesh. Arrows shown on the cut plane at the upper 
right indicate velocity. The projection at the bottom is a closer view of the interface 
zone. 

7 Discussion 

The Rayleigh-Taylor problem is a complex and severe test of an adaptive so­
lution procedure. Additional computations are ongoing. With meshes rang-
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ing into millions of regions, we need a hierarchical visualization system to 
examine the results. Such a system is under development using an octree 
decomposition of the spatial domain. 

A higher-order basis would reduce the spurious diffusion of the piecewise­
constant basis used here. This has been developed for two-dimensional flows [3] 
and is being incorporated into the three-dimensional software. As noted, 
higher-order requires limiting and the adaptive procedure of Biswas et al. [3] 
is being extended to unstructured meshes for this purpose. Estimates of dis­
cretization errors will be needed both to evaluate accuracy and to guide 
adaptive enrichment. Possibilities for these include use of superconvergence 
at Radau points [3] (although extending this idea to unstructured meshes 
presents a challenge) and the linear-problem estimates of Bey et al. [2]. Adap­
tive rr and hrrrefinement procedures will be possible once these developments 
have been completed. 

RPM is capable of handling the heterogeneities introduced by rrrefinement. 
All of the load balancing procedures include capabilities to weight mesh en­
tities. As noted, weighting due to the LRM was included here. While proce­
dures to handle communications hierarchies are in place (§3), these have to 
be examined more closely and extended to account for memory hierarchies 
(cache utilization). 
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Abstract. The problem of determining the steady state flow of granular materials 
in silos under the action of gravity is considered. In the case of a Mohr-Coulomb 
material, the stress equations correspond to a system of hyperbolic conservation 
laws with source terms and nonlinear boundary conditions. A high~r order Discon­
tinuous Galerkin method is proposed and implemented for the numerical resolution 
of those equations. The efficiency of the approach is illustrated by the computation 
of the stress fields induced in silos with sharp changes of the wall angle. 

1 Introduction 

In this paper, the steady state flow of incompressible granular materials un­
der the action of gravity is investigated. Of special interest is the case of 
flows in silos and bins. Indeed, manufacturing industries routinely store and 
handle vast quantities of raw materials in granular form. The material is 
usually retrieved through outlets at the bottom of the containers. Serious 
difficulties during the withdrawal process are often observed. Those range 
from dead zones of materials sticking the container's walls to violent vibra­
tions that can cause the complete collapse of the structure. In spite of their 
commonness, those problems are poorly understood. It is proposed here to 
analyze numerically the structure and properties of the corresponding flows. 
This work is, to the authors' knowledge, the first application of a higher or­
der numerical method -a third order Discontinuous Galerkin method- to this 
type of applications. 

The two main physical assumptions, which are discussed in Section 2, 
are that only established, steady state, flows are considered, and that the 
material is assumed to be everywhere at yield. Most of the existing work in 
this field deals with steady state flows in conical hoppers, i.e., when using 
spherical coordinates, in domains such as 

{(r,9,cp)jr > 0,0 ~ 9 < 9w ,0 ~ cP ~ 27r}, 

* This research was supported by the Army Research Office (ARO) through grants 
DAAH04-95-1-0419 and DAAH04-96-1-0097, by the National Science Foundation 
(NSF) through grant DMS-9818900, and by a grant from the North Carolina 
Supercomputing Center. 
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which corresponds to an infinite, converging hopper of half opening angle 
9w • The attention devoted to this case stems from two reasons. First, in a 
great number of applications, the containers are indeed axisymmetric, if not 
downright piecewise conical. Second, as a consequence of the invariance of the 
domain under the scaling transformation (T, e, cp) 1-+ (>.. T, e, cp) where>.. > 0, 
similarity solutions, the so-called radial solutions, can be constructed. This 
was first observed by Jenike [6], and has played a fundamental role in the 
design of industrial hoppers ever since [7], [11]. The radial solutions can be 
found numerically by solving systems of ordinary differential equations, more 
precisely, boundary value problems. Their behavior is well documented, see 
e.g. [4], [8]. One should note, however, that the domain of applicability of 
such an approach is quite limited [5]. Indeed, the very important case of the 
junction between conical hoppers of different wall angles for instance, see 
Figure 1 p. 7, clearly cannot be treated under the assumption of radial sym­
metry. Further, even if the considered domains have the necessary symmetry 
properties, if and when the radial solutions effectively correspond to approxi­
mations of what is observed in practice is not clear. The full system of partial 
differential equations describing the problems at hand has thus to be solved. 
This is where our contribution lies. 

The model is presented in Section 2. Section 3 is devoted to the description 
of the numerical method. Computational results are discussed and analyzed 
in Section 4. Finally, some conclusions and remarks on future work are offered 
in Section 5. 

2 The model 

The equations governing the time dependent flow of granular material under 
gravity are derived and analyzed in [12]. Those are found to be linearly ill­
posed in most cases of practical interest. To the authors' knowledge, the 
situation is not fully understood, mathematically or otherwise. In practice, 
strongly time-dependent problems are usually observed in conjunction with 
funnel flows, i.e., flows for which the motion essentially takes place in the 
central part of the silo. This paper deals exclusively with mass flows, i.e., 
flows for which all the material is mobilized. In this context, established, 
steady state flows can be observed. 

The spatial domain is assumed to be axisymmetric, but not necessarily 
right conical. The particles are assumed to have no motion in the axial (or 
cp) direction. Even though this assumption may be counterintuitive to fluid 
dynamicists, it is an established experimental fact for granular materials. The 
stress tensor takes the form 

[
Trr Tr8 0 1 

T= Tr8T88 0 . 
o 0 T<p<p 

(1) 



Simulation of Gravity Flow of Granular Materials in Silos 127 

Neglecting the inertial terms, conservation of momentum yields 

V ·T=pg, (2) 

in which p is the density, taken to be constant, and the vector 9 is the accel­
eration due to gravity. 

Plastic deformation is assumed everywhere. Constitutive models based 
on plasticity are conveniently expressed i,n terms of the principal stresses 
O'i, i = 1,2,3, i.e., the eigenvalues of the stress tensor T. If the principal 
stresses are ordered 0'1 ~ 0'2 ~ 0'3, then the Mohr-Coulomb yield condition 
reads 

0'1 1 + sin 6 
-= , 
0'3 1 - sin 6 

where 6 is the angle of internal friction. This relation can be derived from 
the law of sliding friction [7), Chap. 3. This condition can be expressed in the 
original stress variables 

(3) 

The Haar-von Karman assumption can be invoked to evaluate the cir­
cumferential stress T.".". Indeed, the Mohr-Coulomb analysis merely states 
0'1 ~ T."." ~ 0'3. For axisymmetric converging hoppers, the Haar-von Karman 
assumption states that T<p." is in fact the major principal stress. One can 
write the corresponding equations in terms of two unknowns Trr and Tr(J 

8-rTrr - 8(JTr (J = 1(7",0, Trn Tr(J) 
8-rTr (J - 8(JT(J(J = 9(7",0, Trn Trf) 

(4) 

where some simplifications result from the use of the new variable 7" = -In rj 
we do not bother to rename the stress variables. The right hand side terms 
are given by 

f(7",O,Trn Trf) = 3"28 Trr + cot 0 Trf) - ~ Tf)f) + pge--r cosO (5) 
g(7", 0, Trn Trf) = -~ cotOTrr + 3Trf) + 1"28 cotOTf)f) - pge--r sinO 

where we have set s = sin6, and, for future reference, c = Jf=S2 = cos6. 
The equation of state, which relates Tf)f) to the unknowns Trr and Trf) is 
the yield condition (3). It should be noticed that (3) is the equation of a 
cone in the space (Trr,Trf),Tf)f), whose central line bisects the (TrnTf)f)­
plane. The corresponding relation between Tf)f) and the unknowns is therefore 
not a proper functional relation, but rather assigns the dependent variables 
(Trr' Trf) to lie on a manifold: the yield surface. The situation greatly sim­
plifies, however, in the case of converging hoppers which we consider in this 
paper. Indeed, because the large lateral compression taking place, it can then 
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be argued that Too lies on the "top" of the yield surface. Accordingly, by solv­
ing (3) for Too, the equation of state completing (4, 5) is 

(6) 

This corresponds to the so-called passive state [7), [9), as opposed to the 
active state which is the other solution from (3), obtained by changing the 
sign in front of the radical in (6); see §5. 

Rewriting (4) as 

BTU + BoF(U) = 0(7,0, U), (7) 

with the obvious notation, one can then analyze the eigenvalues .Al,2 of the 
Jacobian F'. A few calculations lead to 

(8) 

A quick analysis [3) reveals the eigenvalues to be real and distinct, provided 
that one stays "in the cone" , i.e., 1 ¥.:!-I < tan 8. In other words, the steady 
state stress equations (4, 5, 6) form a strictly hyperbolic system of nonlinear 
conservation laws with source terms. The radial and angular variables 7 and 
o can be thought of as time-like and space-like variables, respectively. 

The system has to be completed with "initial" and boundary conditions. 
The "initial" condition used here corresponds to prescribing the stress high 
up in the hopper, say, on an "7 = constant" surface, and solve down from 
there. Several arguments can be considered to justify the fact that the stress 
information travels downward, see [3), [7), or [11) for more details. In the 
calculations presented in this paper, the "initial" condition is computed from 
the radial stress field; see §4 for details. Finally, the boundary conditions are 
given by the law of sliding friction. At any point on the wall, the magnitude 
of the tangential stress 1 TT 1 is proportional to the magnitude of the normal 
stress 1 TN I, i.e., 

where J.L > 0 is the coefficient of wall friction. In a purely radial geometry, 
the above boundary condition becomes 

on the walls (9) 

with a "+" sign on one side of the hopper and a "-" sign on the other. Observe 
that those conditions are nonlinear in the unknowns TrT! Tro. 

At this point, it is worth mentioning that the equations can in fact be 
somewhat "simplified" by the use of the so-called Sokolovskii variables. Those 
correspond to the natural parameterization of the conical yield surface. This 
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approach was for instance taken in [8] and [9]. However, the use of this non­
linear change of variables has the unfortunate side effect of destroying the 
conservation form of the equations, losing in this way the ability to compute 
shocks in any reliable way. This prevents, for instance, the computation of 
stresses occurring at the junction between conical hoppers of different wall 
angles, one of the main goals of this work. Further, as is well known, many 
purely numerical problems also appear when solving systems in nonconser­
vation form. 

3 The algorithm 

For the sake of simplicity, we only describe the algorithm in the case of a 
conical hopper. The method used is a formally third order Discontinuous 
Galerkin scheme, see [2] and the references listed therein. 

Let ro = -In TO, where TO is the value of the radial variable we start from. 
Let Bw > ° be the half opening angle, and let LlB = Bw / N be the mesh size, 
N being the number of cells. In this axisymmetric setting, the problem is 
spatially essentially one-dimensional, and thus no efforts have been made to 
adapt the mesh. We define 

v = {v E LOO(O, Bw)2 : VIKj E pk(Kj )2 ,j = 1, ... , N}, 

where K j = [Bj_I, Bj ] is the j-th cell, with Bj = j LlB, and pk(Kj ) stands for 
the space of the polynomials of degree at most k in K j . We use k = 2 or 3 
below; see §4. A semidiscretization consists oflooking for Uh(r,') E V, r > ro, 
such that Uh(ro,') = IIv(U(ro, .)), where U(ro,') is an "initial condition", 
see §4, IIv is a projection operator into V, and 

dd r Uh(r, B) v(B) dB + ..1+ (v(Bj- 1/2) Hj- 1/2) 
r lKj 

5 d 
- LWlF(Uh(r,Bj,I)) dBv(Bj,I)LlB 

1=1 
5 

= Lw1G(r, Bj,l, Uh(r,B)) V(Bj,I)LlB, 'Vv E V,j = 1, ... ,N. 
1=1 

In the previous expression, ..1+ stands for the usual difference operator, 
Ll+Uj = Uj+1 - Uj and the coefficients WI and the nodes Bj,l, l = 1, ... ,5, 
j = 1, ... , N stem from the use tbe classical 5-point Gaussian quadrature 
formula. We use the local Lax-Friedrichs flux 

Hj+1/2 = ~ (F(U;+1/2) + F(U1+1/2) - O!j+1/2(U1+1/2 - U;+1/2)) , 

where 0!j+l/2 is the magnitude of the largest eigenvalue of a properly chosen 
Roe average matrix Aj+1/2 ~ (~~)U=Ui+l/2' see [3] for details and [10] for 
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background. The mass matrix can be made diagonal by choosing the basis 
functions as Legendre polynomials over each cell [1]. 

The coefficients of Uh('T,') can then be grouped in a vector U('T). The 
unknown vector U('T) satisfies the following system of ODEs 

d 
d-rU = F(U) + Q(-r,U) (10) 

where F(U) and Q('T,U) come respectively from the discretization of F(U) 
and G( 'T, (}, U) in (7). Note that we use below an unsplit approach. This 
is justified first by the fact that the source term Q('T,U) is not stiff and 
second, by the realization that the delicate interplay between Q ('T, U) and the 
nonlinear boundary conditions would render the implementation of a split 
algorithm a lot more involved than the present approach. 

The discretization with respect to 'T involves a third order TVD Runge­
Kutta [13] combined with a local slope limiting process. Let Ll'T > 0 be a 
constant increment in 'T and let 'Tn = 'To + nLl'T; the algorithm reads then as 
follows, see e.g. [2] 

- Set U(O) = AIl(Uh('To, .)); 
- For n = 0, ... , N -1, compute U;:+1: 

1. set U(O) = U/:; 
2. for i = 1, ... ,3, compute the intermediate stages 

U(i) = All (i: aijU(j) + Ll'T !3ij(F(U(j)) + Q('Tn + djLl'T, U(j»))) ; 
J=O 

The numerical parameters {aij}, {!3ij} and {dj }, i = 1,2,3, j = 0,1,2 are 
respectively defined as 

1 
3/41/4 
1/3 0 2/3 

1 
01/4 
o 0 2/3 

o 
1 

1/2 

An experimental stability condition of the type IAmax I ~; :$ 2k~1 was used, 
where Amax is the largest eigenvalue in modulus of F', see (8). No rigorous 
stability analysis results seem to be available. A thorough description of the 
local slope limiting operator All, which is based on the use of a corrected 
minmod function, can be found, e.g., in [2]; it is not repeated here. Note 
that both All and the proper implementation of the boundary conditions (9) 
require transformation to the characteristic fields, see [3) for implementation 
details pertaining to the present application. 
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Fig. 1. Geometrical situation; left: transition to a flatter wall angle, right: transition 
to a steeper wall angle. The radial stress is used to generate an initial condition on 
the curve roo The domains of calculation are shaded. 

4 Computational results 

We analyze the influence of abrupt changes in the wall angle on the stress 
field. The geometrical situation is illustrated in Figure 1. 

Any point P admits two representations, namely, (R,8) and (r, 9), corre­
sponding to the natural coordinate systems for the upper and lower hopper 
respectively. The transition is located through the point Q, see again Fig­
ure 1, where Q = (Ro, -8w ) = (ro, -9w ). For given values of the material 
parameters 6 and IL, the numerical approach consists then in 

- generating the radial stress field T in the upper hopper {(R,8) : R > 
0, 181 :5 8 w } [4], [7]; by construction, at a point (R, 8), the radial stress 
field is given by RT(8); 

- interpolating the radial stress field on the curve Fo = {(r,O) : r = 
ro, 101 :5 9w }, leading to a stress tensor 80; 

- changing to the new coordinate system through R7(8 - 9)80R(8 - 9), 
where R( a) is the rotation matrix of angle a; 

- solving in the lower hopper {(r,9) : 0 < r < ro,O < 9 < Ow} using the 
algorithm described in §3. 

Notice that by (anti}symmetry, one can solve in one half of the domain only, 
the law of sliding friction (9) valid on the walls being replaced by the sym­
metry condition Tr8 = 0 on the central line. 

Some comments are in order. First, the fact that the initial condition 
is generated from the radial stress field implicitly assumes that this very 
solution is sought and realized by the problem in the upper part of the hopper. 
Second, it also takes as granted that the radial solution reaches the curve Fo 
unperturbed by the wall corner. This last point is clearly satisfied, assuming 
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again a downward propagation of the information for the stresses, in case of a 
transition to a flatter hopper, i.e., Bw < Ow, see Figure 1, left. If the transition 
is to a steeper hopper, Ow < Bw, see Figure 1, right, a quick analysis based 
on the characteristic curves reveals that the difference in angles should not 
be too large, namely 

1 
Bw - Ow < arctan 1-,-1, 

"max 

where Amax is again the largest eigenvalue in modulus of F', see (8), evaluated 
for the radial stress field on the curve {(Ro, B) : 1 B 1 :s; Bw}. Third, the case 
Ow = Bw can be used to check that the algorithm effectively preserves the 
radial solution. The interaction between the boundary conditions and the 
forcing terms renders this numerically delicate. Further, the radial solution 
itself may be unstable [4]. The present approach preserves the radial solution 
with a great degree of accuracy, see [3] for more details. Finally, it should be 
noted that the above initial condition is not consistent with the boundary 
condition (9), unless Bw = Ow. 

In the calculations below, the opening angles Bw and Ow are respectively 
taken as 15° and 10° in a first experiment, and as 10° and 12°, in a second. 
The material parameters correspond to the case of corn in a steel hopper. 
The angle of internal friction 8 is 32.1°, while the angle of wall friction is 
11. 7°, in other words, the wall friction is J.L = tan 11. 7°. 

Figure 2 corresponds to the case of a transition to a steeper hopper, 
whereas in Figure 3, the transition is to a shallower hopper. Some predic­
tions about such transitions can be found in the literature, see e.g. [7], §7.12. 
Considerations based on analogy with corresponding Fluid Dynamics prob­
lems and/or on the use of radial solutions have been advanced, predicting 
smooth "rarefaction" waves for transitions to steeper hoppers, and shocks in 
the case of transitions to wider ones. We note here that neither of those types 
of arguments can be fully justified. The present results shed some light on 
this problem. 

First, in the case of a transition to a steeper hopper, the results reported 
in Figure 2 clearly show that there is indeed formation of a rarefaction wave. 
One can observe, however, that after the waves generated on opposite sides 
start to interact, they sharpen considerably and shocks appear. In Figure 
2, both the pI and p2 cases are reported. Although the p2 results offer a 
slightly better resolution, they also suffer from small oscillations that can be 
observed around the center line. The small oscillations stem from numerical 
difficulties linked to the form of the forcing terms there, see the cot 0 term in 
(5), and the delicate interplay with the limiting procedure. Such oscillations 
were not observed for the pI case. 

In the case of a transition to a shallower domain, the results of Figure 3 
show the immediate formation of shocks in the stress field. In this case, the 
oscillations of the p2 calculations are more pronounced; we only display the 
pI results. A more in depth analysis of those issues is presented [3]. 
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Fig. 2. Structure of the stress field induced by a transition from an opening angle 
of 15° to one of 10°. Values of the parameters: 8 = 32.1°, J1. = tan(11.7°) (corn, 
steel wall). First row, pI elements; second row, p2 elements. 

Fig. 3. Structure of the stress field induced by a transition from an opening angle 
of 10° to one of 12°. Values of the parameters: 8 = 32.1°, J1. = tan(11.7°) (corn, 
steel wall). pI approximations 
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5 Concluding remarks 

We have presented a numerical study of stress fields induced by the dis­
charge of granular materials in hoppers. The stress equations correspond to 
a system of hyperbolic conservation laws with several nonstandard features. 
A higher order Discontinuous Galerkin method has been implemented. The 
corresponding numerical results partially confirm several "educated guesses" 
that had been made about the stress field structure induced by changes in the 
wall angle. A more complete picture of the flow should involve the resolution 
of the velocity equations, which will be covered in future publications. 
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Abstract. The Discontinuous Galerkin Method (DGM) and Continuous Galerkin 
Method (CGM) are investigated and compared for the advection problem and 
the diffusion problem. First, error estimates for Stabilized Discontinuous Galerkin 
Methods (SDGMs) are presented. Then, conservation laws are discussed for the 
DGM and CGM. An advantage ascribed to the DGM is the local flux conservation 
property. It is remarked that the CGM is not only globally conservative, but lo­
cally conservative too when a simple post-processing procedure is used. Next, the 
robustness of different DGMs is investigated numerically. Lastly, the efficiency of 
the DGM andCGM is compared. 

1 Introduction 

The DGM has established itself as an important alternative for solving advec­
tion problems, for which the CGM lacks robustness. A feature of the DGM 
considered important by the CFD community is that it conserves flux locally. 
These facts have recently led to increased efforts to design a DGM for diffusion 
problems with the ultimate goal to solve advective-diffusive problems, such 
as the Navier-Stokes Equations, taking advantage of its good performance in 
the advection-dominated limit (see, e.g., Oden et al. [7]). In this paper we 
compare the CGM and DGM in the framework of stabilized methods. 

First we state the advection and diffusion model problems considered. 
Then, a parameterizedSDGM finite element formulation is introduced. We 
continue by stating, without proof, stability and convergence results for the 
methods proposed. Next, we discuss conservation ofDGMs and CGMs. While 
the conservation properties of DGMs are transparent,' those of CGMs require 
elucidation. We describe new local and global conservation laws for CGMs 
which have recently been derived elsewhere [4]. Then we consider the robust­
ness of the DGM. Our analysis is concluded by a comparison of the efficiency 
between the CGM and DGM. The main results are summarized in the con­
clusions. 
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2 Model Problems 

2.1 Advection 

Our first model problem is the hyperbolic advection equation 

u,V¢=f 

¢=g 
in il , 
on r- , 

(1) 

(2) 

where u = u(z) is the velocity field, assumed smooth and solenoidal, i.e. 
V·u = 0; il is a bounded domain in JRd, d =1, 2 or 3, with Lipschitz boundary 
r; and r- = {z E r: U· n < O}, n = n(z) being the outward normal to 
r, denotes the inflow boundary. The outflow boundary is denoted by r+ = 
r\r-. We also define the advective flux, lTa (¢) = -u¢, its component along 
n, O'~ (¢) = -(u¢)·n = -(u .n)¢ = -un ¢, and an abstract notation for the 
advective operator, Ca(·) = U· V(.). 

2.2 Diffusion 

The second model problem we consider is the elliptic diffusion equation with 
Dirichlet and Neumann boundary conditions: 

-V·AV¢=f 
¢=g 

O'~(¢)=h 

in il , 
on rg , 
onn. 

(3) 

(4) 

(5) 

rg and rh denote, respectively, the Dirichlet and Neumann parts of the 
boundary r and are such that rg n rh = 0 and rg U rh = r. Moreover, we 
assume that the diffusivity matrix A in (3) is symmetric, bounded and such 
that there exists a constant diffusivity A > 0 satisfying A vT v :$ vT A(x) v 
for all v E JRd. In analogy to the advection case we also define the diffusive 
flux, lTd (¢) = AV¢, and its component along n, O'~ (¢) = (AV¢). n. 

3 Discontinuous Finite Element Formulation 

Consider a partition P( il) = {ile}, e = 1,2, ... , Neh where Nel is the number 
of elements. We assume that the elements are shape-regular (see [2], Thm. 
4.4.4) and we use he = diam(ile ) as the element characteristic dimension. 
For any element ile E P(il), PJ:(ile ) is the finite dimensional space of all 
polynomials of degree less than, or equal to, k defined on ile • With these, 
we define the space in which we are going to approximate the solution of our 
problems as 

Vh = {vh E L2(il) I vhln. E PJ:(ile ) Vile E P(il)} . (6) 

In the following we will use the standard notation (ft, h)e to indicate the 
L2 inner product over a domain e. Also, we denote by ii = Ue ile the union 
of element interiors and by lint = Ur U(,>r) ilr n il, the union of interior 
boundaries of the elements. -
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3.1 Advection 

For the hyperbolic case, consider the following discontinuous Galerkin for­
mulation for (1)-(2): Find <ph E Vh such that 

(7) 

where 

Ba(wh, <ph) = (Vwh, (Ta (<ph)),a - (wh, u! (<ph-)) r+ 

+ ([wh],u! (<ph-))riut + (rCawh,Ca<ph),a , (8) 

La(wh) = (wh,f),a + (wh, u! (g))r- + (rCawh,f),a . (9) 

The jump operator on "'/ C rint is defined by [I] = f+ - f- , where f± l-y = 
liIlle_o fez ± en), z E "'/, and n J.. "'/ is such that u· n > O. 

This is a stabilized formulation based on the DGM (cf. Johnson and 
Pitkaranta [5]), in which r = O(h/lul) > 0, is the stabilization parameter. 

3.2 Diffusion 

For the elliptic case, consider the following family of discontinuous Galerkin 
formulations for (3)-(5): Find <ph E Vh such that 

(10) 

where 

Bd(wh,<ph) = (Vwh,(Td (<ph)),a - (wh,u~ (<ph))r. + (Q'u~ (wh) , <ph)r. , , 
- ([wh], {u~ (<ph)))nat + (Q'{u~ (wh)), [<ph])nut 

+ (rwh, <ph) r, + (r[wh], [<ph]) nut ' (11) 

Ld(Wh) = (wh,f),a + (Q'u~ (wh) ,g)r, + (wh,h)r. + (rwh,g)rs ,(12) 

and (f) = ~ (1+ + r)· Here, Q' E 1R is the parameter differentiating the 
various Galerkin methods, and r = O(A/h) > 0 is again the stabilization 
parameter. This setup allows us to study and to generalize within a uni­
fied framework several methods previously introduced, as well as introduce 
methods still unexplored. We note, in particular, that for r = 0 and Q' = -1, 
(11)-(12) yield a symmetric method known as the Global Element Method 
[3]. Setting r = 0 and Q' = 1 yields the method of Oden et al. [7] in which the 
interface terms constitute a skew-symmetric operator. If we choose Q' = -1 
and r > 0, we obtain Nitsche's method [6,8,9], generalized to the discontin­
uous case. 
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4 Error estimates 

4.1 Advection 

Consistency. For sufficiently smooth ¢, we have 

B ( h) 0 \.Iwh E Vh , aW,e = v (13) 

where e = ¢h - ¢ is the error. 

Stability. The relevant norm for (7) is 

IIlwhlll~ ~II lun I1/ 2wh - II~+ + ~II lun I1/ 2w h+ II~-
+ !II lun I1/ 2 [wh ] IIfin> + IIr l/2u. Vwhll~ , (14) 

where II· lie denotes the L2-norm over the domain 8. 

Lemma 1. We have 

(15) 

Convergence. Let us introduce the interpolant ¢;h and decompose the error 
as follows: e = (¢h - ¢;h) + (¢;h - rjJ) = eh + 71, where eh is the part of the 
error in the finite element space, and 71 is the interpolation error. With the 
previous results we obtain the following theorem: 

Theorem 2. Given the consistency condition (13) and the stability condition 
(15), and assuming that interpolation estimates of the form 

(16) 

hold, then the following error estimate holds for (7): 

N •• 

IIlelll; ~ Ca L h;k+l 1¢I~k+l(n.) (17) 
e=l 

4.2 Diffusion 

Consistency. For sufficiently smooth ¢, we have 

(18) 
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Stability. By appropriately generalizing previous results [1,7], it can be 
shown that the pertinent norm for (10) is 

The following results hold: 

Lemma 3. The bilinear form (11) is stable, that is, for any a E IR there 
exists a positive constant m such that 

(20) 

Remarks 

1. (20) is not uniform in a. In particular, it can be shown that we need 
T = O«Ajh)(l + Cia - 11 2)), where C is the product of constants from 
an inverse estimate and a trace inequality. Note that C increases with k. 

2. The presence of the stabilization term makes convergence possible for 
a wider variety of methods. The parameter a allows "tuning" of the 
different methods in order to obtain improved convergence properties. 

Convergence. As for the advection case, we can prove the following theo­
rem: 

Theorem 4. Given the consistency condition (18) and the stability condi­
tion (20), and assuming that the interpolation estimate (16) holds, then the 
following error estimate holds for (10): 

Ne! 

IIlellia ~ Cd L: h~k 1¢I~k+l(n.) (21) 
e=l 

5 Conservation 

In comparing discontinuous and continuous Galerkin methods, the local con­
servation property of the former is often identified as an advantageous prop­
erty, although precisely what is the advantage is often not explained. Let 
us take the point of view here that local conservation is at least desirable, 
possibly helpful, and certainly not harmful. Local conservation, and in par­
ticular element conservation, emanates from the property that the weighting 
function can be set exactly to value 1 on the subdomain or element of in­
terest and zero elsewhere. Due to the discontinuous nature of the weighting 
function space, this is possible in the discontinuous Galerkin method on an 
element-by-element basis. (In the finite"volume method, a similar property 
holds for the volumes, or covolumes, depending on whether the method is 
cell, or node, centered, respectively.) 
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In contrast, it is usually said that the continuous Galerkin method is 
globally conservative, but not locally conservative. We have trouble with this 
statement on both counts and are of the opinion that the conservation law 
structure of the continuous Galerkin method is not very well understood. In 
a recent study we endeavored to shed some light on this subject [4]. 

Global conservation requires that the weighting function whose value is 
precisely 1 throughout the domain of the boundary value problem be present 
in the weighting function space. This is only the case for no Dirichlet bound­
ary conditions because strong enforcement of the Dirichlet condition neces­
sitates that weighting functions take value zero on the Dirichlet portion of 
the boundary. Consequently, global conservation only occurs when we have all 
Neumann boundary conditions. In cases where there are Dirichlet conditions, 
we can say nothing about global conservation. 

However, there is a well-known remedy to the problem of global conser­
vation. Introduce a modified (i.e., "mixed") formulation with an auxiliary 
field which amounts to the flux on the Dirichlet portion of the boundary. 
The modified formulation reduces to the usual continuous Galerkin method 
plus a "post-processing" calculation to determine the flux. This field is ex­
panded in terms of the basis functions omitted to satisfy the homogeneous 
Dirichlet boundary condition. The resulting flux possesses remarkable prop­
erties: (i) It is the missing link in the global conservation structure of the 
method, and (ii) it achieves superior convergence characteristics. The global 
conservation law of the governing theory is then obtained for the (modified) 
continuous Galerkin method. This result then confirms the usual assertion 
that the continuous Galerkin method is globally conservative. 

In [4] we endeavored to obtain a conservation law for a subdomain con­
sisting of a union of connected element domains. It is usually thought that 
this is not possible because the weighting function taking on value 1 on the 
subdomain, and identically zero elsewhere, is not available in the continuous 
Galerkin method. However, we pointed out that the method of establishing 
global conservation is a paradigm capable of exposing the local conservation 
structure of the continuous Galerkin method as well. For the sub domain un­
der consideration, we introduced an auxiliary boundary flux field and devel­
oped a modified formulation which reduces to the usual continuous Galerkin 
method plus the previous modification to attain global conservation. With 
the usual solution ofthe global auxiliary boundary flux in hand, the new mod­
ification entails a subsequent "post-processing" calculation for the auxiliary 
boundary flux on the subdomain. We showed that this flux is the missing link 
to conservation on the sub domain and that the formulation thereby attains 
the exact conservation law on the subdomain. With respect to the sub do­
main, the auxiliary boundary flux possesses the same remarkable properties 
as the one obtained to achieve global conservation. 

We specialized the results to an individual element sub domain and de­
termined the element conservation law. This result seems to us to refute 
the notion that the continuous Galerkin method is not locally conservative. 
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We also argued that the auxiliary flux is a continuous redistribution of the 
element nodal fluxes which likewise are a conserved quantity. In fact, all con­
servation properties of the auxiliary fields emanate from the conservation 
of nodal fluxes. This is· where the fundamental conservation structure of the 
continuous Galerkin method resides and this is why one is able to redistribute 
the fluxes continuously in a conservative way. It seems that this observation 
had been missed heretofore. 

6 Robustness 

6.1 Advection 

The advection problem (1) with boundary condition (2) was solved by the 
DGM and SDGM (7) in one dimension in the interval ]0, 1[ for different 
orders of interpolation k. The domain was discretized into ten elements of 
equal length. The problem considered can be written as 

d 
-ifJ = 6(z - zo) 
dz 

ifJ=1 

in ]0, 1[ , 

at z = 0 . 

(22) 

(23) 

The location Zo of the Dirac delta function was varied within the element 
0.3 < z < 0.4. 

Monotonicity and Continuity. 2.5r----~--~------.--____, 

The DGM with constant interpola- c{) 

tion is the only method which re­
tains the monotonicity of the ex-

2 

act solution (Fig. 1). For k 2:: 1, 1.5 

monotonicity is lost (Figs. 2-4). 
Stabilization improves the approx-
imate solution (Fig. 2) and yields 
monotonicity and continuity in the 0.5 

linear case in the limit as T --+ 

00. For higher-order interpolation 
&>.25 

k=O 

0.3 0.35 0.4 0.45 
X (k 2:: 2), however, monotonicity is 

lost both for the DGM and SDGM 
(Figs. 3, 4). The SDGM yields con­
tinuity in the limit as T -+ 00, but 
not monotonicity. In other words, 
least-squares stabilization cannot 

Fig. 1. Discontinuous Galerkin Method 
for Advection with Constant Interpola­
tion (k = 0) 

ensure an adequate approximation of the solution for higher-order interpola­
tion in the element where the Dirac delta function is located. One also con­
cludes that the p-method is not the method of choice in the case of shocks, 
and that constant interpolation most closely reflects the character of the exact 
solution. 
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Dependence on Location of Dirac Delta Function. For constant in­
terpolation, the approximation is independent of the location of the Dirac 
delta function within the element (Fig. 1). For k ~ 1, the approximations of 
the DGM and SDGM strongly depend on the location Xo of the Dirac delta 
function. When the Dirac delta function is very close to an upwind node, the 
DGM yields more accurate results than the SDGM, which can be seen for 
the case of cubic interpolation in Fig. 4 (i). In the case when the Dirac delta 
function is close to a downwind node, the results of the SDGM are better 
than those of the DGM (Fig. 4 (ii)). Again, constant interpolation yields the 
best results, and the results for linear interpolation with stabilization are 
acceptable. 

2.5r---~--~--~----' 

fll k=l 
2 t= hI2 

Xo =0.3999 

1.5 

, 

, 
, 

, 

, 
, 

, 
, , 

2.5r---~--~--~----' 

fll k=l 
2 t =10 hI2 

Xo =0.3999 

1.5 

, , , 

, , , , 

, , 

, , , , 

:' ' 1 ___ gg~MI 0.5 :' I~ gg~MI 
&2L5---0~.~~--0~.3~5-~=0~.4=====0~.45 &2~5---0~.~~--0~.3~5~~=0~.4=====0~.45 

0.5 

X x 

Fig. 2. Discontinuous (DGM) and Stabilized Discontinuous Galerkin Methods 
(SDGM) for Advection with Linear Interpolation (k = 1) 

2.5r---~--~--~----' 

fll 
2 

1.5 

k=2 
0.5 t= hI2 I SDGM\ Xo =0.3999 --- DGM 

&25 0.3 0.35 0.4 0.45 
X 

2.5r----~--~--~--__., 

<I> 
2 

1.5 

k=2 
0.5 t =10 hI2 "'- -" 

Xo =0.3999 

&25 0.3 0.35 

, 

, , , 

, , , 

\ SDGM\ --- DGM 

0.4 0.45 
X 

Fig. 3. Discontinuous (DGM) and Stabilized Discontinuous Galerkin Methods 
(SDGM) for Advection with Quadratic Interpolation (k = 2) 
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Localization Property. An important observation from Figs. 2-4 is that 
for advection, both DGM and SDGM localize the non-monotonicity within 
one single element. For the diffusion case, however, which will be considered 
in the following section, this localization property is lost, and the error of 
one element may pollute the solution in all other elements (see, e.g., Fig. 5). 
It is easy to show analytically, and may be inferred from Figs. 1-4, that, 
for the advection problem, at the downwind node in the element containing 
the delta function, the solution is exact for all k. This follows from the local 
conservation property. 

2.5r---~--""""'--~----' 2.5 

«II «II k=3 
2 2 t=10 h/2 

Xo =0.3999 

1.5 1.5 

k=3 
't =10 h/2 

Xo =0.3001 

0.5 

1= SDGMI 
0.5 

SDGMI DGM DGM 

0.3 0.35 0.4 0.45 &25 0.3 0.35 0.4 0.45 
X X 

(i) (ii) 

Fig.4. Discontinuous (DGM) and Stabilized Discontinuous Galerkin Methods 
(SDGM) for Advection with Cubic Interpolation (k = 3) 

6.2 Diffusion 

We considered the following one-dimensional diffusion problem (cf. (3)-(5)): 

d2 
-dx2 </>=6(x-xo) 

</>=0 

in ]0, 1[ , (24) 

forxE{O,I} (25) 

Again, the domain was discretized into ten elements of equal length, and 
the location Xo of the Dirac delta function was varied within the element 
0.6 < x < 0.7. We compared stabilized (r > 0) and non-stabilized (r = 0) 
members of the family of DGMs (10) for different orders of interpolation. 

Skew-Symmetric and Symmetric Formulations. We refer to the case 
c¥ = -1 and c¥ = 1 as the symmetric and skew-symmetric formulations, re­
spectively. For c¥ = -1, the entire formulation is symmetric, whereas for c¥ = 1 
only the Galerkin interface terms are skew-symmetric, the remaining terms 
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being symmetric. The non-stabilized skew-symmetric method, introduced by 
Oden et al. [7], is stable for quadratic and higher-order interpolation. How­
ever, as can be seen in Fig. 5 (i) for quadratic interpolation, the approximation 
can be quite inaccurate in some cases. Increasing the stabilization parameter 
T leads to better approximations (Figs. 5 (ii), (iii)). Let us mention at this 
point that in the case of linear interpolation, the skew-symmetric method 
without stabilization is unstable, while good convergence is achieved for the 
stabilized version. 

The stabilization terms in (10) (i.e., T terms) were originally introduced 
by Nitsche [6]. However, Nitsche's method amounts to the symmetric, rather 
than skew-symmetric, formulation, which is unstable for T not large enough. 
Invoking Nitsche's stabilization terms in the skew-symmetric formulation re­
sults in a robust method which seems to yield the best discontinuous approx­
imation to the diffusion problem as can be seen from Fig. 5. 

Skew-Symmetric"'_ SIa~I~ed Skew-Symmelric Melhod Slabilized Skew-Synvnelric MetKxl 
0.25r====---------, 0.25'r===:::o------, 0.2"5====---------, 

II> ~ I. II> 1--- Exact I II> 1--- Exact I 
0.2 ~ ,../'\ 0.2 - «=1 0.2 - «=1 

k=2 ,.... k=2 k=2 
0.15 t=O / ' 0.15 t=llh 0.15 t=101h 

'0 =0.69 ,,/ \, .. =0.69 
~ ~ 

0.05 ,/// ' 0.05 

0.1 

0.0 

0.2 0.4 0.6 0.8 X 1 0.2 0.4 0.6 0.8 X 1 

(i) (ii) (iii) 

Fig. 5. Quadratic DGM and SDGM for the Diffusion Problem 

Global Pollution. For the diffusion problem, the advantageous localization 
property of the DGM encountered in the advection case is lost, and an off­
centered Dirac delta function in one single element causes a deteriorated 
approximation globally. This problem can be fixed by increasing T (Fig. 5). 

Choice of Stabilization Parameter. In order to obtain a stable discrete 
formulation for the symmetric formulation (a = -1), we need to choose T 

sufficiently large. 
In contrast, the skew-symmetric formulation (a = 1), is stable for all 

T > O. This is a desireable property, since choosing a suitable T for the 
symmetric formulation may be difficult without knowledge of the smallest 
eigenvalue. Note that the condition number increases for large values of T, 

and therefore it is also important not to choose the stabilization parameter 
too large. 

We investigated the minimum and maximum eigenvalues A of the discrete 
problem as a function of T for a = -1 and a = 1, and linear, quadratic and 
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cubic interpolation. In Fig. 6, one can see in each graph the largest and 
smallest eigenvalues as functions of T. The circles in the graphs indicate the 
value of T when the smallest eigenvalue becomes positive. Note, in particular, 
that the symmetric formulation is indefinite for T too small, and that the 
critical value of T increases with the order of interpolation. (On the scale 
of the graphs, the smallest eigenvalue often plots as zero, even though it is 
positive.) 

A 
3 a=-1 

2 

o~~~------~~----~ 

-1 

t] --- k=2 
....... k=3 

-2 .. · 

-3 

-40 50 100 150 

'. 1 k=11 --- k=2 
4 ........ k=3 

---

-1 a=1 

-20 50 100 150 

Fig.6. Largest and Smallest Eigenvalues >. as Functions of T. The Circles in the 
Graphs Indicate the Value of T when the Smallest Eigenvalue becomes Positive 

7 Efficiency 

The number of unknowns of a discretized problem is a good indicator for the 
efficiency of a numerical method. The DGM enables constant interpolation 
on an element, which is impossible with the CGM, and this is an interesting 
possibility for certain problems. For the orders of interpolation commonly 
used in the CGM, the DGM seems inefficient. Table 1 gives an overview of 
the ratio of the number of unknowns in the DGM to the number of unknowns 
in the CG M for different orders of interpolation k and commonly used two­
and three-dimensional elements. In the case of triangles and tetrahedra, the 
ratio is based on regular meshes obtained from subdivisions of quadrilateral 
and hexahedral meshes, respectively. Note that, in the limit as k -- 00, 

this ratio approaches 1. Very high-order DGMs involve a similar number of 
unknowns as corresponding CG Ms. 

8 Conclusions 

An error analysis showed that, with appropriately chosen stabilization pa­
rameters, all DGMs converge with optimal rates of convergence. Local con­
servation properties of the DGM are shared by the CGM after using a post-
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Table 1. Number of Unknowns for the DG M as a Multiple of the Number of 
Unknowns of the CG M for Different Elements and Orders of Interpolation k 

k Quadrilateral Triangle Hexahedron Tetrahedron 
O· 1 2 1 5 
1 4 6 8 20 
2 2.25 3 3.38 7.14 
3 1.78 2.22 2.37 4.35 

00 1 1. 1 1 

• For k = 0, normalization is with respect to the number of unknowns of 
the CGM for linear interpolation, i.e., k = 1. 

processing procedure. The numerical results indicate that the DGM for ad­
vection with constant interpolation attains monotonicity, but this property is 
lost for higher-order interpolation. The localization property of the DGM for 
the advection problem ensures that local errors do not pollute the approx­
imate solution globally. For the diffusion problem, numerical experiments 
showed the superiority of the skew-symmetric form over the symmetric form 
of Nitsche, and the need for stabilization. A comparison of the number of 
unknowns of the DGM and the CGM revealed that the DGM involves sig­
nificantly more unknowns for the same interpolation order, except for k very 
large. 
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Abstract. The RKDG method has been effectively used in modeling and simu­
lating semiconductor devices, where the underlying models are hydrodynamic in 
nature. These include classical as well as quantum models. In this paper, we survey 
and interpret some of these results. For classical transport, we review the sim­
ulation of a benchmark MESFET transistor by means of discontinuous Galerkin 
methods of degree one. For quantum transport, we report the success in simulation 
of the resonant tunneling diode. The principal features here are negative differential 
resistance and hysteresis. 

1 Introduction 

The goal of this work is to survey the effectiveness of continuum (hydrody­
namic) models in one and two dimensions via discontinuous Galerkin meth­
ods, which were effectively used in [4] and in [5] for classical and quantum 
models, respectively. We choose for the underlying classical application that 
of charge transport in a MESFET transistor. This is a benchmark which has 
been studied intensively, and thus its characteristics are reliably determined 
(see [10,11,4,3]). For the quantum application, we select another benchmark, 
the resonant tunneling diode. For this device, Gardner developed a quantum 
hydrodynamic model in [8] (consult also for relevant references in the physics 
and device literature). Important characteristics of the hydrodynamic model 
include heat conduction, relaxation, and electrical forcing and heating terms. 
In particular, carrier transport occurs in a self-consistent electric field. The 
model is decidedly more complex than the standard gas dynamics model. The 
quantum model (QHD) includes perturbation terms in the pressure tensor 
and energy expression. These are characterized in the QHD model as third 
order derivative perturbations of the concentrations. 

2 The Classical Hydrodynamic Model 

The hydrodynamic model may be described as in [2,4]. A derivation is pro­
vided in [9] and an existence theorem for the reduced, two-carrier model is 
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given in [3]. It may be characterized as a second-order perturbation of a 
nonlinear hyperbolic system for n, the electron density, p, the momentum 
density, and w, the energy density, 

at n + 'Y. (nv) = 0, (1) 

at p + v'Y· p + p. 'Yv + 'Y(knT) = -enE + (at p)c' (2) 
at w + 'Y. (vw) + 'Y. (vknT + q) = -env· E + (at w)c' (3) 

where k is Boltzmann's constant and the velocity v, the temperature T, and 
the heat flux q are given by 

p=mnv, 
w - ;}.knT + Imnlvl2 

- 2 2 ' 

q = -'Y. (r.;'YT) , 

(4) 
(5) 

(6) 

where m is the effective electron mass. These equations are coupled with a 
Poisson equation defining the electric field E: 

E = -'Y¢J, 
'Y. (€'Y¢J) = -e (nd - n), 

(7) 

(8) 

where € is the dielectric constant, and nd is the doping density. The con­
stant e > 0 is the electronic charge and r.; is the heat conduction coefficient. 
The 'collision' terms are obtained by defining the momentum and energy 
relaxation times, "Tp and "Tw , following [1] as 

/-LnO To 
"Tp =m-e- r , 

"Tp 3/-Lno kTTo 
"T w = "2 + '2 ev~ T + To ' 

(9) 

(10) 

where To is the ambient temperature, /-Lno = /-Lno(To, nd) is the low field 
electron mobility, and Vs = vs(To) is the saturation velocity. Finally, r.; is 
determined by the Wiedemann-Franz law 

/-Lno 2 (T)T r.; = r.;o--;-k nT To 

In this paper, we take r = -1. We have selected a MESFET because of its 
acknowledged importance, particularly in microwave applications. It repre­
sents an application for which numerical methods are required to be robust 
over a wide parameter regime, although in this paper we restrict attention 
to ambient room temperature. We emphasize the importance of retention of 
the convective term, p . 'Yv, in (2), if a robust model is desired. This is the 
term which permits shocks in the hydrodynamic model when present. 
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3 Numerical Method 

3.1 General Description 

To describe our numerical method, we first write the initial boundary value 
problem for u = (n,px,py,w)t as follows: 

at u + \7. F(u) = R(u), in (0, tf) x fI, 

u(t = 0) = Uo, on fI, 

Bu=g, on (O,tf)xafl, 

where the flux F = (fx, fy) has the following components: 

fx(u) = vxu + (0, nT, 0, vxnT)t, 

fy(u) = vyu+(O,O,nT,vynTY, 

the right-hand side R is given by 

R(u) = tE(U) + tc(u) + theat (u), 

tE(U) = (O,-enEx,-enEy,-env.E)t, 

and B is a matrix-valued function. 

(11) 

(12) 

(13) 

(14) 

(15) 

(16) 

(17) 

(18) 

(19) 

An overview of the discretization of our equations is as follows. First, we 
triangulate our domain fI with triangulations Th made solely of rectangles R 
such that the intersection of two distinct rectangles of the triangulation Th 
is either an edge, a vertex, or void. Then, for each t E (0, tf]' we take each of 
the components of our approximate solution Uh(t) in the space 

Vh = {p E Loo(fI): plR is linear, VR E Th}. (20) 

We define each of the components of UOh to be the L2-projection of the 
corresponding component of Uo into Vh and discretize the equation (11) in 
space by using the Discontinuous Galerkin (DG) method. Since the functions 
of the space Vh are discontinuous, the mass matrix of the DG method is 
block-diagonal. Thus, the resulting discrete equations can be rewritten as 
the following ODE initial value problem: 

1:J,Jt=Lh(Uh,g)+Rh(Uh), tE(O,tfj, (21) 
Uh(t = 0) = UOh, (22) 
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where Lh is the approximation of - 'V. F. The exact solution of the above 
initial value problem gives an approximation which is formally second-order 
accurate in space; see [6]. Accordingly, a second-order accurate in time Runge­
Kutta method must be used to discretize our ODE; see [6], [13], and [14]. 
Finally, a local projection Alh is applied to the intermediate values of the 
Runge-Kutta discretization in order to enforce nonlinear stability. We give a 
short description of several components of the algorithm below but refer the 
reader to the cited papers for more details. 

3.2 The Discontinuous Galerkin method 

The general definition of the DG method in the case of a scalar u can be 
found in [6]. To define the method in our case, we simply have to apply the 
procedure for the scalar case component by component. 

Let us denote by u{k} the k-th component of the vector u. Consider the 
equation for the k-th component of the system (11), multiply it by Vh E Vh, 
integrate over each RET,., replace the exact solution u by its approximation 
Uh, and formally integrate by parts to obtain 

:t l uik}(t,x,Y)Vh(X,y)dxdy 

+ L 1 F{k}(Uh(t,x,y)) . ne,RVh(x,y)dF(x,y) 
eE8R e 

-l F{k}(Uh(t,x,y))' 'VVh(x,y)dxdy 

= l R{k}(uh(t,x,y)) Vh(x,y)dxdy, VVh E vh, (23) 

where ne,R is the outward unit normal to the edge e. Notice that F·n = fxnx+ 

fyny is a four-dimensional vector whose k-th component is F(k)'n = fx (k)nx + 

fy (k)ny . Notice also that F(Uh(t, x, y)) 'ne,R does not have a precise meaning, 
since Uh is discontinuous at (x,y) E e E oR. Thus, we replace F(Uh(t,x,y))· 
ne,R by a suitably chosen numerical flux he,R, which depends on the two 
values of Uh on the edge e. The choice of this numerical flux is crucial since it 
is through the use of the numerical flux that the upwinding (or the artificial 
viscosity) which renders the method stable (without destroying its high-order 
accuracy) is introduced. In this paper, we choose the so-called local Lax­
Friedrichs flux. Finally, we replace the integrals above by quadrature rules 
to obtain the discrete equations. In this way, we obtain a weak formulation 
which defines the operators Lh and Rh. 

3.3 The Local Projection AIIh 

The local projection (limiter) is devised to prevent the appearance of spurious 
oscillations in the approximate solution. The local averages are unchanged 
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to preserve the conservativity of the method, but the local variations in the 
x-direction and in the y-direction must be controlled to avoid the unphysical 
oscillations. One can alternatively take into account the local characteris­
tic directions along which information travels with different speeds. Taking 
these characteristic directions into account results in a better control of the 
oscillations and in a higher quality of the approximation. 

3.4 The Right-Hand Side R(ula) 

In this section we show how to evaluate the function R(Ub) = eE(Ub) + 
ec(Ub) + eheat (Ub) for a given Ub. 

To evaluate ec(Ub), we simply use the equations (9-10) and (4-5). To 
evaluate eE(Ub), we need a numerical method to obtain an approximation 
Eh to the electric field E. The equations defining the electric field are the 
equations (7-8) and some boundary conditions we write as follows: 

(24) 

E·n=O, (25) 

where an = anD u anN and anD nanN = 0. We discretize these equa­
tions with the lowest-order Raviart-Thomas mixed method which defines the 
approximation (Eh, tPh) E Ub x Wb as the solution of the following weak 
formulation: 

(Eh, v) - (tPh, V·v) = - (tPD, V· n)BS1D' Vv E Uh, 

where nh is the approximate density given by the RKDG method, and 

Uh = {v E H(V·;n): viR = (ak +a~x,a~ + akY)} , 

ak E JR, VR E 1hiV' nIBS1N = 0, 

Wh = {W E L2(n): wlR is a constant, VR E 1h.}. 

(26) 

(27) 

(28) 

(29) 

It can be shown that the above system has a uilique solution in Ub x 
W b whose approximation of the electric field is second-order accurate. We 
use Lagrange multipliers, which render the matrix of the resulting method 
a symmetric positive definite matrix. We invert it by using the conjugate 
gradient method with tncomplete Choleski factorization as preconditioner. 
To evaluate {heat (Ub) we also use the Raviart-Thomas spaces; the procedure 
is analogous. 
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We remark that the procedure used here for evaluating the second deriva­
tive terms in l;.heat (Uh) is efficient only for the second order schemes, due to 
mass lumping. A more general approach which keeps the local property of 
the discontinuous Galerkin method and works for arbitrarily high order of 
accuracy is the local discontinuous Galerkin method in [7J. 

4 The Simulation of the MESFET 

4.1 Basic MESFET Description 

Next we describe a two dimensional MESFET of the size 0.6 x 0.2J.Lm2. The 
source and the drain each occupies O.lJ.Lm at the upper left and the upper 
right, respectively, with a gate occupying 0.2J.Lm at the upper middle (Fig. 1). 
The doping is defined by nd = 3 x 105J.Lm-3 in [O,O.lJ x [O.15,0.2J and in 
[O.5,0.6J x [O.15,0.2J, and nd = 1 x 105J.Lm-3 elsewhere. We apply, at the 
drain, voltage biases varying up to vbias = 2V. This bias has been described 
in [3J as a symmetry breaking parameter for the concentration and velocity, 
with respect to the center of the gate, The gate is a Schottky contact, with 
negative voltage bias up to vgate = -0.8V and very low concentration value 
n = 3.8503 x 1O-8J.Lm-3 (following Selberherr [12]). The lattice temperature 
is taken as To = 300 K. The mathematical model for the MESFET is the 
system (1-3), coupled to Poisson's electrostatic equation (7-8). 
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~----------------------------------! 
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Fig. 1. Two dimensional MESFET. The geometry and the doping nd. 
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4.2 Characteristics 

We display the concentration, n, in Fig. 2 below, as well as the tangential 
velocity component, v"" in Fig. 3 below, obtained from the discontinuous 
Galerkin method described above. Uniform rectangular meshes of 96 x 32 
and 192 x 64 were employed for the simulations in which the method is run 
until the steady state is reached. The results shown are those obtained with 
the 192 x 64 mesh. The boundary conditions are determined as follows. 

(i) At the source, gate, and drain: n = nd, v'" = O/-Lm/ps. 
(ii) At all other parts of the boundary: Homogeneous Neumann condi­

tions are imposed. 

Fig. 2. Concentration n, per /L3. Domain slightly rotated clockwise from Fig. 1. 
Axis units defined by (2) grid points per unit. 

Notice the boundary layer for n at the drain, but not at the source. This 
is reasonable since the drain is an outflow boundary and the source is an 
inflow boundary. A rapid drop of n at the depletion region occurs near the 
gate. The normal velocity component at the gate appears to be negligible, 
while the horizontal component shows evidence of strong carrier movement 
toward the source beneath the left gate area, and strong movement toward 
the drain immediately to the left of the drain junction. Notice the cusps and 
strong gradients in the components of the velocity. 

5 The Quantum Hydrodynamic Model 

The quantum hydrodynamic model used in this paper was derived by Gardner 
in [8]. In this section, we shall review the basic characteristics of the model 
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Fig. 3. Horizontal Velocity Component v"', in p,m/ps. See Fig. 2. 

as it was described in [5] . An existence theorem for the reduced model was 
obtained in [15]. The model is also discussed in [9]. 

The QHD model has exactly the same structure as the classical hydro­
dynamic model (electrogasdynamics), where we now permit a non-isotropic 
stress tensor: 

~7 + a~. (nvi ) = 0, 
~(mnv.) + .JL(v 'mnv ' - p,..) = - n ov _ mnv; Ot ) 0"" 0 ) 0) OXj 7'p 

Ow + .JL(v.w _ v.p,. . + q.) = -nv' av _ (w-~nTo) at ax.' ) 0)' • ax. 7' w 

(30) 

(31) 

(32) 

in conjunction with Poisson's equation, (7-8), where Pij is the stress tensor, 
V = -e¢ is the potential energy, To is the temperature of the semiconductor 
lattice in energy units (k is set equal to 1), Spatial indices i, j equal 1, 2, 
3, and repeated indices are summed over. T is the electron temperature in 
energy units. 

Quantum mechanical effects appear in the stress tensor and the energy 
density. Gardner derived the stress tensor and the energy density based upon 
the O(1i,2) momentum-shifted thermal equilibrium Wigner distribution func­
tion: 

(33) 

(34) 

In one dimension, the QHD model requires eight boundary conditions. 
Well-posed boundary conditions for the resonant tunneling diode are n = nd, 
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an/ax = 0, and aT/ax = 0 at the left and right diode boundaries XL and 
XR , with a bias L1V across the device: V(xd = Tlog(n/ni) and V(XR) = 
Tlog(n/ni) + eL1V, where ni is the intrinsic electron concentration. 

To exhibit hysteresis, we simulate a GaAs resonant tunneling diode with 
double Alo.3Gao.7As barriers (the barrier height B = 0.209 eV). The doping 
density nd = 1018 cm-3 in the n+ source and drain, and nd = 5 x 1015 cm-3 
in the n channel. The channel is 250 A long, the barriers are 50 A wide, 
and the well between the barriers is 50 A wide. The device has 50 A spacers 
between the barriers and the contacts (source and drain) to enhance negative 
differential resistance. 

The current-voltage curve for the resonant tunneling diode is plotted in 
Fig. 4 for L1V increasing from 0 volts to 0.22 volts (upper curve) and de­
creasing from 0.22 volts to 0 volts (lower curve). Note that hysteresis occurs 
predominantly in the region of negative differential resistance. The physical 
mechanism for hysteresis is that electrons "see" a different potential energy 
due to different accumulated electron charges in the diode when the applied 
voltage is decreasing than when the applied voltage is increasing. 
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jJ , 

~ 4 j 
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Fig. 4. Current-Voltage Curve. 

Acknowledgments: We would like to thank Professor Umberto Ravaioli 
for his help in formulating the parameters for the MESFET transistor. The 
research of the first author is partially supported by NSF grant DMS-9807491. 
The research of the second author is partially supported by NSF grant DMS-
9704458. The research of the third author is partially supported by NSF grant 
ECS-9627849 and ARO grant DAAG55-97-1-0318. 



156 B. Cockburn, J.W. Jerome, and C.-W. Shu 

References 

1. Baccarani, G., Wordeman, M.R.: An investigation of steady-state velocity over­
shoot effects in Si and GaAs devices. Solid State Electr., 28 (1985) 407-416 

2. BIl/ltekjrer, K.: Transport equations for electrons in two-valley semiconductors. 
IEEE Trans. Electron Devices, 17 (1970) 38-47 

3. Chen, G.-Q., Jerome, J. W., Shu, C.-W., Wang, D.: Two carrier semiconductor 
device models with geometric structure and symmetry properties. In: J. Jerome 
(ed.) Modelling and Computation for Applications in Mathematics, Science, 
and Engineering, Clarendon Press, Oxford 1998, pp. 103-140 

4. Chen, Z., Cockburn, B., Jerome, J. W., Shu, C.-W.: Mixed-RKGD finite ele­
ment methods for the 2-D hydrodynamic model for semiconductor device sim­
ulation. VLSI DESIGN 3 (1995) 145-158 

5. Chen, Z., Cockburn, B., Gardner, C., Jerome, J. W.: Quantum hydrodynamic 
simulation of hysteresis in the resonant tunneling diode. J. Compo Phys. 117 
(1995) 274-280 

6. Cockburn, B., Hou, S., Shu, C.-W.: TVB Runge-Kutta local projection discon­
tinuous Galerkin finite element method for conservation laws IV: the multidi­
mensional case. Math. Compo 54 (1990) 545-581 

7. Cockburn, B., Shu, C.-W.: The local discontinuous Galerkin method for time­
dependent convection-diffusion systems, SIAM J. Numer. Anal. 35 (1998) 
2440-2463 

8. Gardner, C.L.: The quantum hydrodynamic model for semiconductor devices. 
SIAM J. Appl. Math. 54 (1994) 409-427 

9. Jerome, J. W.: Analysis of Charge Transport: A Mathematical Study of Semi­
conductor Devices. Springer-Verlag, H:eidelberg, 1996 

10. Jerome, J. W., Shu, C.-W.: Energy models for one-carrier transport in semicon­
ductor devices. In: W.M. Coughran. J. Cole, P. Lloyd, and J.K. White (eds.) 
Semiconductors, Part II. IMA Volumes in Mathematics and Its Applications, 
vol. 59. Springer, New York 1994, pp. 185-207 

11. Jerome, J. W., Shu, C.-W.: Transport effects & characteristic modes in the 
modeling & simulation of submicron devices. IEEE Trans. on Computer-Aided 
Design. 14 (1995) 917-923 

12. Selberherr, S.: Analysis and Simulation of Semiconductor Devices. Springer­
Verlag, Wien-New York, 1984 

13. Shu, C.-W., Osher, S.J.: Efficient implementation of essentially non-oscillatory 
shock capturing schemes. J. Compo Phys. 77 (1988) 439-471 

14. Shu, C.-W., Osher, S.J.: Efficient implementation of essentially non-oscillatory 
shock capturing schemes, II. J. Compo Phys. 83 (1989) 32-78 

15. Zhang, B., Jerome, J. W.: On a steady-state quantum hydrodynamic model for 
semiconductors. Nonlinear Anal. 26 (1996) 845-856 



A Discontinuous Galerkin Method for the 
Incompressible N avier-Stokes Equations 

Ohannes Karakashian1 and Theodoros Katsaounis2 

1 Dept. Of Mathematics, University of Tennessee, Knoxville TN 37996-1300, USA 
2 Dept. Of Mathematics, University Of Crete, Iraklion, Crete, Greece 

Abstract. Approximations to solutions of the inhomogeneous boundary value 
problem for the Navier-Stokes equations are constructed via the discontinuous 
Galerkin method. The velocity field is approximated using piecewise polynomial 
functions that are totally discontinuous across interelement boundaries and which 
are pointwise divergence-free on each element (locally solenoidal). -The pressure is 
approximated by standard continuous piecewise polynomial functions. 

1 Introduction 

We consider the stationary Navier-Stokes equations for viscous incompress­
ible flow as given in the primitive variable formulation 

-II~U+ (u· V)u+ Vp = f in n, 
divu = 0 in n, 

u = g on an. 

(1) 
(2) 
(3) 

Here u = (Ul,'" ,UN) : n -+ RN represents the velocity field, and p : 
n -+ R, the pressure; the function f = (It, .. · ,f N) : n -+ RN denotes the 
prescribed external body forces, g = (gl,'" ,gn) : an -+ RN, the admitted 
flux across the boundary an and II > 0 is a constant measuring viscosity. 
Note that g must satisfy the compatibility condition Ian g . ndu = O. 

One of the attributes of the numerical method presented herein is the use 
of totally discontinuous piecewise polynomial vector functions to approximate 
the velocity field u. These functions satisfy the incompressibility condition 
(2) pointwise on each element of a partition of n. A special weak formulation 
is designed to account for the interelement jumps that ensue. For the pres­
sure, standard continuous piecewise polynomial functions are used. For the 
method that we shall describe below, a range of theoretical issues including 
the stability and convergence of the approximations at the optimal rates were 
presented in [11]. These results extended those obtained in [5] for the Stokes 
problem. Also, in [13], the application of implicit Runge-Kutta methods to 
the corresponding time dependent problem were analyzed. 

In this paper, we outline the method for the stationary problem (1)-(3) 
and give a summary of these results. In addition, a small number of numerical 
experiments displaying optimal convergence rates for the errors and other 
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features are presented. A more substantial array of numerical experiments 
will be provided in a forthcoming work [12J. 

2 The energy spaces 

We shall next construct appropriate settings for the velocity, the pressure 
and their approximations as well as the Galerkin formulation. To begin, we 
consider partitions T,. = {nl , ... , nd,J of n parametrized by k > O. For 
simplicity, we shall use the generic name of element to denote ni , which 
will be typically a triangle in 2-D or a tetrahedron in 3-D. We note that 
our formulation allows for more general shapes. In particular, the outlying 
elements may have a curved edge or face if n is not polygonal. 

The formal setting for the velocity will be provided by the (mesh-dependent) 
"energy" space Ek = H2(nl ) x··· x H2(nd,,), where H2 is the Sobolev space 
of index 2 (cf. [1]). We may view Ek as a subspace of L2(n). In addition to 
the L2 norm, we equip Ek with the mesh-dependent HI-like norm 

ki = diameter of ani, 
ani,j = ani n anj if ani and anj are adjacent, 

ant = ani nan 
v(i) restriction of v to ani, 

V(i) - v(j) 

aV(i) 

an 

jump in v across ani,j, 

normal derivative of v(i) with respect to 

the unit outward normal to ani 
M = {j : anj is adjacent to ani} 
'Tij = 1 if i > j and 'Tij = 0 if i ~ j, 

N 

(u, V)D = 1 u· vdx = L 1 UiVidx , IIvllD = (v, v)~2; 
D i=l D 

(u, v) = (u, V)n, 
N 

< u, V > r = r u· v ds = L r UiVids, edge or surface integrals, 
ir i=l ir 

Ivlr = < v,v >¥2. 
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To approximate the pressure, we use a partition 'Ii. = {nf,.··, n3h } of 
n possibly different from Tk. In order to satisfy the Babuska-Brezzi stability 
condition establishing the compatibility of the velocity and pressure finite 
element spaces, we shaiI assume that Tk is possibly finer than 'Ii. in the sense 
that every element n; is a union of members of Tk. 

Since the pressure is determined up to an additive constant only, it is 
convenient to work with quotient spaces X/ R obtained by identifying all 
functions in the space X that differ by con,stants. Such a space is L2(n)/R. 
(Note that equivalently one could work with the space L~(n) = {q E L2(n) : 
Inqdx = O}). L2(n)/R is a Banach space when equipped with the quotient 
norm II qll £2(n)/ R = inf Ilq - CIl£2(n). We shall also use the following mesh-

cER 

dependent and L2-like norm on the quotient space Hl(n)/R 

where hl is the diameter of n;. 

3 The finite element spaces 

The set of vector functions 

forms a basis for the space of linear solenoidal functions in R2. Augmenting 
it by 

gives a basis for quadratics. In R3, for Tl = 2, a basis is given by the set 

{G)·G)·G)·G)·m·m·G)· 

It is typical in constructing finite element spaces to use affine trans­
formations to map "master" basis functions to each element ani. It turns 
out however that the incompressibility property is not preserved by general 
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affine transformations. Therefeore, the local basis functions are constructed 
by translations and scaling of the above functions. We denote the finite ele­
ment space thus obtained by V~l where Tl -1 is the degree of the polynomials 
used. The fact that the spaces V~l possess optimal approximations properties 
is established in [5]. 

To approximate the pressure, we use spaces P!.2 of continuous piecewise 
polynomial functions of degree T2 - 1, T2 ~ 2 defined on the partition Th. 
These spaces are quite standard cf. [8]. 

4 The discontinuous Galerkin formulations 

We begin by defining the bilinear form ale (-, .) : Ek x Ek -+ R 

which constitutes a weak formulation for the Dirichlet integral (V'u, V'v). 
Indeed, if u E H2(n), then "Iv E Ek 

(5) 

Some further comments on the nature of the form ale are in order 

1. The first, second and fifth terms on the right side of (4) are bypro ducts 
of integration by parts and range over the interior and boundary edges of 
'Ii.: respectively. The array Tij is used to ensure that each interior edge is 
visited only once. This device is also convenient as a method for relating 
the ordering of the edges in a natural way to the ordering of the elements 
ani. 

2. The third and sixth terms have been added to ensure symmetry of the 
form aZ. Note that the third term is zero for smooth u, while the sixth 
is a known quantity since u Ian is given. We note that the theoretical 
results remain valid if these terms are removed. 

3. The fourth and seventh are so-called "penalty" terms which, upon choos­
ing 'Y sufficiently large, induce coercivity of the form ale. The choice of 'Y 
is independent of the partition 'Ii.:. 
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The next few results highlight the analysis presented in [5] and [11]. In 
particular, the role of the penalty parameter 'Y is exhibited. 

Proposition 1. (i) 

la~{u, v)1 ~ (I + 'Y) lIulil,k IIvlh.k, 

(ii) There exist positive constants 'Yo and Co such that for all 'Y 2: 'Yo, 

The value of 'Yo depends on rl but is independent of the meshsize k. Indeed, 
the bilinear form a~ is singular if 'Y is small. It is interesting to note that 
recently a class of related of methods which discard the penalty terms have 
been proposed cf. [6]. In these methods the bilinear form is made nonsingular 
by what essentially amounts to changing the sign of the 3rd term on the right 
side of (4). 

Proposition 2. There exists a constant c > 0 such that 

Proposition 3. Let Tl 2: 1 and T2 2: 2 be given. Suppose 'Ii. is sufficiently 
fine with respect to Th. Then, there exists a positive constant c, independent 
of k and h, such that 

(v, Vq) > II II u q E Dhr2. sup II II - c q O,h, v r, 
O#vEV~l v l,k 

(6) 

This is the crucial Babuska-Brezzi (iIif-sup) condition. Existence and con­
vergence of the numerical approximations depend on it in an essential man­
ner. It is a simple exercise in Linear Algebra to show that if (6) holds then we 
must necessarily have that dim V~l 2: dim p;:2 -1. In this sense, using discon­
tinuous elements for the velocity in conjunction with continuous elements for 
the pressure constitutes a step in the right direction. Indeed, taking 'Ii. fine 
with respect to Th is a way of increasing the dimension of V~l with respect 
to the dimension of p;:2. By the same token, (6) cannot hold for arbitrary 
choices of Tl and r2 without taking 'Ii. finer than Th. However, our numerical 
experiments, all conducted with Tl = T2 or Tl = T2 + 1, suffered no apparent 
ill effects from taking 'Ii. = Th. We conjecture that (6) holds under these 
conditions. 

At this point, we draw attention to similarities between our method and 
others in the literature. Indeed, in view of the fourth term in (4), our method 
can be termed as an "interior penalty" formulation. Such methods have been 
extensively studied in the context of elliptic and other types of problems [3], 
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[9], [4], [15], [2]. In addition, since the inf-sup property (6) holds for arbitrary 
choices of Tl and T2, provided of course we choose 7k finer than 11., relates 
our method in spirit to so-called stabilized methods cf. [7], [10]. 

We next construct a Galerkin approximation to the Stokes problem which 
is the system (1)-(3) minus the convective term (u· V)u. Multiplying (1) by 
v E Ek and integrating one obtains after using (5) 

d" (av<i) .) 
vaZ (u, v) + (v, Vp) = (f, v) - v L -a- - -yk;lv<I), g . 

i=l n IWi 

Now multiplying (2) by q E Hl(il) and integrating by parts, we see that 

(u, Vq) = (g. n,q)ao' 

Combining the last two equations, we derive the following weak formulation 
for the Stokes problem 

vaZ(u, v) + (v, Vp) + (u, Vq) = Fs([v,q]), V[v,q] E Ek x Hl(n), 

where 

Hence, we define the Galerkin approximation to the Stokes problem as 
the unique element [Uk, Ph] E V~l x p~l f R satisfying 

vaZ(uk, v) + (v, VPh) + (Uk, Vq) = Fs([v,q]), V[v,q] E V~l x p~2 fR. 

To handle the convective term (u . V)u we define the trilinear form 
b1(·,·,·) : Ef -+ R by 

where we have adopted Einstein's summation convention for repeated 
indices for components of vectors. Following a well-known device of Temam, 
we introduce the skew-symmetric form 

1 
b(u, v, w) = '2 [bl(U, v, w) - b1(u, w, v)]. 

Note that we have b(u, v, v) = 0, Vu, v E Ek. additionally, the following 
consistency result holds 
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Proposition 4. Suppose U is in H2(11) and satisfies divu = 0 in 11. Then 

b(u, u, v) = In «u. V)u)vdx - ~ fan (u· n)(u· v)do", Vv E Ek. 

The Galerkin approximation of the stationary Navier-Stokes problem (1)­
(3) is defined as the unique solution [Uk,Ph) E Vkl x P'h2 jR of 

vak'(Uk, v) + (Uk, Vq) + (v, VPh) + b(Uk' Uk, v) 
= FNS[V, q), V[v, q) E V;';l x P'h2 j R, 

with 
1 

FNS[V,q) = Fs([v,q)) - 2 (g. n,g·v)c'w· 

The convergence of the numerical approximations defined above is ana­
lyzed in [5) and [11). Let [u,p) denote the solution of either the stationary 
Stokes or Navier-Stokes problems and assume it to be sufficiently smooth. 
For simplicity, suppose that k = h and that rl = r2 = r. Then, under cer­
tain conditions, (cf. [5], [11) for details) the Galerkin approximations [Uk,Ph] 
converge to [u, p) and satisfy the optimal rates 

5 Numerical results 

For considerations of space, we restricted ourselves to the Stokes problem and 
relegated algorithmic and implementational issues to our forthcoming work 
[12]. Taking 11 to be the unit square, we imposed on it a regular partition 
consisting of right isoceles triangles, with the equal sides having length h. 
Again, we would like to stress the fact that the grids for the velocity and the 
pressure were identical. To study the errors, we used the function 

u =..;.( sin1l"(x+y),-sin1l"(x+y», P= ";'sin1l"(x+y), 
11" 11" 

adjusting f and g so that [u,p) is a solution to (1) and (3). 
In Table 1 and Table 2, we exhibit the errors lIu - ukllL2, lIu - uklll,k, 

lip - Phllo,h respectively and the corrE~l:Iponding convergence rates. The first 
table corresponds to rl = r2 = 2 and the second to rl = 3, r2 = 2. The 
prevailing values of the Reynolds number Re = 1 j v and 'Y are as shown. The 
rates are seen to conform to theoretical predictions. Note that the rate for 
the L2-error for the velocity in Table 1 is slightly larger than the predicted 
value of 2. Also, the errors for the pressure are the same for both values of 
rI· 
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IIE(u)IIL2 IIE(u)lh,k IIE(p)lIo,h 
h -1 Error Rate Error Rate Error Rate 

6 0.254786E-02 0.218224E+00 0.117596E-01 
8 0.969968E-03 3.357 0.154482E+00 1.201 0.645897E-02 2.083 
10 0.488330E-03 3.075 0.121078E+00 1.092 0.410444E-02 2.032 
12 0.288787E-03 2.881 0.999404E-01 1.052 0.284273E-02 2.015 
14 0.189057E-03 2.748 0.852051E-01 1.035 0.20861OE-02 2.008 
16 0.132241E-03 2.677 0.743051E-01 1.025 0.159624E-02 2.004 
18 0.98166IE-04 2.530 0.658993E-01 1.019 0.126083E-02 2.003 
20 0.755572E-04 2.485 0.592077E-01 1.016 0.102108E-02 2.002 
22 0.595668E-04 2.495 0.537598E-01 1.013 0.843775E-03 2.001 
24 0.484666E-04 2.370 0.492338E-01 1.011 0.708952E-03 2.001 

Table 1. Tl = T2 = 2, Re = 1000, "( = 50 

IIE(u)IIL2 IIE(u)lh,k IIE(P)lIo,h 
h -1 Error Rate Error Rate Error Rate 

6 0.160837E-02 0.129356E+00 0.117676E-01 
8 0.595667E-03 3.453 0.702981E-01 2.120 0.646089E-02 2.084 
10 0.291263E-03 3.206 0.451162E-01 1.988 0.410517E-02 2.032 
12 0.165575E-03 3.098 0.315465E-01 1.962 0.284316E-02 2.015 
14 0.103424E-03 3.053 0.233018E-01 1.965 0.208636E-02 2.008 
16 0.689920E-04 3.032 0.178880E-01 1.980 0.159646E-02 2.004 
18 0.490183E-04 2.902 0.140943E-01 2.024 0.126089E-02 2.003 
20 0.366955E-04 2.748 0.115363E-01 1.901 0.102111E-02 2.002 
22 0.277798E-04 2.920 0.958844E-02 1.940 0.843802E-03 2.001 
24 0.214329E-04 2.981 0.807169E-02 1.979 0.709007E-03 2.000 

Table 2. Tl = 3, T2 = 2, Re = 1000, "( = 50 

A very interesting issue is the dependence of the errors on Re and 'Y. In 
Fig. 1 we show the level curves for the errors in terms of these two parameters. 
In these experiments, we took h = 1/16. Figures la and Ib correspond to 
rl = T2 = 2 while figures lc and Id correspond to Tl = 3, T2 = 2. First, we 
observe that while the error for the velocity increases with Re, the opposite 
happens with the pressure. However, the variation in the latter is rather 
insignificant. 

On the other hand, for a fixed value-of Re, the shapes of the level curves 
for the velocity indicate the existence of an optimal value of 'Y in the sense of 
minimizing the error. This is in accordance with our experience using the bi­
linear form (4) in the context of the Dirichlet problem for Laplace's equation. 
It is also worth noting that, while the bilinear form al is no longer positive 
definite for 'Y small, the errors increase monotonically to an asymptotic limit 
as 'Y -+ 00. 
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Abstract. The error analysis for finite element methods for partial differential 
equations can be reduced to estimates of a few integral functionals. Some standard 
estimates obtained by means of a crude application of the Schwarz inequality do 
not capture the full order of accuracy of the method. By using a suitable integral 
identity, however, we can capture the full order of convergence when the mesh is 
nearly uniform and the exact solution is smooth enough. In this paper, we consider 
first order linear hyperbolic systems and show how to obtain full order of conver­
gence for the standard Galerkin method and the streamline diffusion method; we 
also show how to obtain superconvergence in the derivative for the discontinuous 
Galerkin method. Finally, we show how to obtain full order of convergence for the 
Ying method for nonlinear scalar conservation laws. 

1 Introduction 

In this paper, we show that a suitable analysis of certain integral functionals 
can lead to a converge order higher than the one obtained by a simple ap­
plication of the Schwarz inequality. The main idea is to rewrite the integral 
functional as the sum of a "small" term and a "big" term whose structure 
allows for a subtle cancellation to take place when the mesh is almost uni­
form. This results in a much better estimate of the integral functional and 
leads to full convergence order. Here, we apply this general idea to first order 
hyperbolic equations; for applications to other partial differential equations, 
we refer the reader to Lin and Yan [5]. 

The paper is organized as follows. In section 2, we illustrate our ideas in 
the one dimensional case for the sake of clarity and simplicity. We show how 
to obtain full convergence order for the Galerkin and the streamline diffu­
sion methods applied to first-order hyperbolic equations; we also show how 
to obtain superconvergence in the derivative for the discontinuous Galerkin 
method. Finally, we show how to obtain the full order of convergence for the 
so-called Ying method for scalar nonlinear conservation laws; see Ying [8]. In 
section 3, we sketch the extension of these results to several space dimensions. 
Finally, in section 4, we end with some concluding remarks. 



168 Q. Lin 

2 The one dimensional case 

2.1 The Integral identity 

Sharp estimates for finite element methods for hyperbolic equation depend 
on a sharp estimate for the following integral functional: 

l xn I(u, v) = . (u - ihU)'V, 
"0 

where v is in the space Vh, the standard space of piecewise-lineal functions 
associated with the mesh Th: 

Xo < Xl < ... < Xi-l < Xi < ... < Xn , h = maxhi' 

and where ih u E Vh is the linear interpolate of u at the nodes. 
A naive application of Schwarz inequality gives only the following rough 

estimate: 

However, we can prove [4] (see also [3]) the integral identity 

(1) 

where E = ~[(x - Xi_t)2 - hn Such an identity gives, when n is almost 

uniform, the sharp estimate 

I I(u, v) I ~ O(h2)(lIu Il3I1vllo + l(u"v)(xo)1 + I(u"v)(xn)l). (2) 

In what follows, we show how to apply this inequality to obtain full conver­
gence order estimates for several methods for first order hyperbolic equations. 

2.2 The linear hyperbolic equation. 

We start by considering the following boundary value problem: 

u' +u = f u(XO) = g. 
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The standard Galerkin method. The approximate solution given by the 
standard Galerkin method is defined as the function Uh E Vh satisfying the 
following weak formulation: 

1"'" 
B(Uh,tJ) = lv, 

"'0 

where 

1"'" 1"''' B(u, v) = u'v + uv. 
"'0 "'0 

It is easy to see that 

and that 

Taking v = Uh-ihU, we have v(zo) = 0 and, making use ofthe sharp estimate 
(2), we get 

1 
2V(Zn)2 + IIvll~ = B(v, v) 

~ I 1(u - ih U , v) I + 11"''' (u - ihU)V I 
"'0 

~ ~h2Iu"(Zn)IIV(Zn)1 + Ch211uII311vllo 

1 
~ C h2(lu"(zn)1 + lIulI3) 2Iv(Zn)12 + IIvll~· 

Hence 

and so, 

for almost uniform meshes Th. Notice that without the integral identity (1) 
we can only get the rough estimate 
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The streamline diffusion method. The approximate solution given by 
the streamline diffusion method is defined as the solution Uh E Vh of the 
following weak formulation: 

B(Uh' v) = 111: n f(hv' + v) "Iv E Vh, 
11:0 

where 

1
11: n 

B(u, v) = (u' + u)(hv' + v). 
11:0 

A simple computation gives that 

1
11:.. l+h 

B(v, v) = (v' + v)(hv' + v) = hllvll~ + IIvll~ + -2-[V(Zn)2 - V(ZO)2], 
11:0 

and that 

B(Uh - ihU, v) = B(u - ihU, v) 

= 111: .. «u - ihU)' + U - ihU)(hv' + v) 
11:0 

= hill: .. (u - ihU)V' + 111: .. (u - ihU)'V + 111: .. (u - ihU)V. 
11:0 11:0 11:0 

= h I(v, U - ihU) + I(u - ihU, v) + 111: .. (u - ihU)V. 
11:0 

Taking Th to be almost uniform and v = Uh - ih u, we have that, thanks to 
the sharp estimate (2), 

l+h 
hllvll~ + IIvll~ + -2-V(Zn)2 = B(v, v) since v(zo) = 0, 

~h 1 I(v, U - ihU) 1 + 1 I(u - ihU, v) 1 + 1111: .. (u - ihU)V 1 
11:0 

1 
~ch3l1ulI2l1vlh + ah2Iu"(Zn)lIv(zn)1 + ch211uIIsllvilo 

l+h 
~Ch2l1ulIs hllvll~ + IIvll~ + -2-V(Zn)2 

Hence 

and so, 

It is also possible to prove that 

lIui; - Uill ~ ChS/ 2I1uII3, 
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where uh is given by 

Uh = 12h Uh, 

where hh is the quadratic interpolation operator on T2h; we assume, of course, 
that the mesh Th is obtained from T2h by dividing its intervals by half. See 
[5] for details. 

Without the integral identity (1) we can only get the rough estimates 

IIUh - ullo ~ Ch3 / 2I1 uII2, IIUh - ulh ~ ChllulI2. 

Remark. The test function in the bilinear form can take a general form: 

..\v' + JJV, ..\ ~ 0, I' ~ 0. 

We have then 

..\ + I' 2 
B(v, v) = ..\lIvll~ + JJllvll~ + -2-V(xn ) , 

B(Uh - ihU, v) = (I' - ..\)I(u, v) + JJ(U - ihU, v). 

When ..\ = I' = 1 or ..\ = 1,1' = 0, we have 

and 

The discontinuous Galerkin method. This method can be understood 
more clearly in the 1 - d case; its extension to several space dimensions is 
almost straightforward. 

The following is the LeSaint - Raviart argument in 1 - d case. 
The approximate solution given by the discontinuous Galerkin method is 

defined as follows: For U E C1 and v in 

consider the following bilinear form: 

n-1 1"''' B(u, v) = ~)u(xt) - u(xn]v(xt) + uv. 
i=O "'0 
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Now, define the approximate solution given by the discontinuous Galerkin 
method as the function Uh E Wh that satisfies 

Then we have 

n-1 

B(v, v) = E[v(xt) - v(xn]v(xt) + IIvll~ 
;=0 
n-1 

1 "[ (+) (-]2 1 2( _ 1 2 - 2 = 2 L..J v Xi - v xi) + 2v xn ) - 2v (xo) + IIvllo· 
;=0 

Define ih U E Wh as follows: 

Then 

n-1 Xn 

B(ihU, v) = ~[(ihU)(Xt) - (ihU)(xi)]v(xt) + 10 ihU' V 

n-l Xn 

= E[u(Xi+1) - u(x;)]v(xt) + 1 ih U' v, 
i=l "'0 

and hence 

Taking v = Uh - ihU, we have v(xo) = 0 and 

1 n-1 1 
2 E[v(xt) - v(xiW + 2V2(x~) + Ilvll~ = B(v, v) ::; Chllulhllvllo. 

;=0 

Hence 

n-1 

IIvllo ::; Chllull1, Iv(x~)I::; Chllulh, E[v(xt) - v(xi)j2 ::; Chllull1, 
;=0 

and so 

IIUh - ullo ::; Chllulh, IUh(Xi) - u(xi)1 ::; Chllull1, 

(I: hi+1( Uh(Xi+~ - Uh(Xi) _ u(Xi+~ - u(x;) )2)1/2::; Ch!lIulh, 
;=0 i+1 i+1 

(4) 
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since v(xt) = uh(xi+l) - U(Xi+1)' The last formula provides a a half order 
super convergence result for the 12 - estimate of the difference quotient. 

Remark. The right-end point interpolation (3) makes B(Uh - ihU,V) to 
be minimal. One can take any point interpolation, for example the Gauss 
point interpolation. 

(ihU)(X) = U(Xi+t) Yx E (Xi, Xi+l). 

If we want to use LeSaint and Raviart's argument [2] (or to use the Bramble­
Hilbert lemma) to prove the first order estimate (4), we must assume that 
Th is uniform. Otherwise, we have only IIUh - ullo ~ Ch1/2I1uII1' 

An interesting phenomenon happens for the equation u' = 1 approxi­
mated by the discontinuous Galerkin solution Uh: 

Uh = ihU or Uh(Xi) = U(Xi) 

Let us recall that the same phenomenon has been proved by Strang and 
Fix [6] for u" = 1 approximated by the linear elements and by Krizek and 
Neittaanmaki [1] for a fourth order 1- d problem approximated by the cubic 
Hermite elements. 

2.3 Nonlinear conservation laws. 

Consider the following nonlinear scalar conservation law: 

Ut + I(u):c = 0, 1(0) = O. 

Finite volume methods and finite element methods for this equation have 
called the attention of several authors; see the references in [8]. Recently, Xu 
and Ying [7] studied an explicit upwind FEM, which is monotone and hence 
first order accurate. Based on this work, Ying [8] constructed a second order 
scheme and studied its convergence by using our integral identity. 

Let us describe Ying's second order scheme. This scheme is constructed by 
using the following parabolic regularization with a suitable defined artificial 
viscosity coefficient c:: 

Xu-Ying's first order scheme: 

where c: = O(h) as ..:1t, h -+ O. 
Ying's second order scheme: 
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- Near shock waves, lux I > > 1, take J (uj , uj +1) as the same as that in 1st 

order scheme, c = O(h); 
- On the smooth region, take 

u'.l+l - u':l 11(Hl)h 
J(uj,uj+l) = c J h J + h jh f(un)dx, 

The scheme can now be described by the following equations: 

wj = uj +Kj, where Kj = ~t[J(Uj,uj+l) - J(Uj_l,Uj)], 

n+1_ n l(Kn Ln) h Ln_t:1t[J( n n) (n n)] uj -Uj +2" j + j , were j - h Wj,WH1 -J Wj_l,Wj . 

Then, it can be proven [8] that uj converges in LP ,p ;::: I, to the entropy 
solution. For almost uniform meshes and a sufficiently smooth solution, a 
second order estimate in L2 is proved under the stronger condition 

The proof relies in a crucial way on the use of the integral identity (1). Let 
u be the exact solution and Uh the approximate solution. Set vn = ih un - uh. 
The main estimate is concerned in the convection term: 

and 

J f'(un)(un - Uh)V~ = J J'(un)(un - ihUn)V~ + J J'(un)vnv~ 
= J J'(un)(un - ihUn)V~ - ~ J (J'(un»x(vn)2 

~ Ch2l1unll3l1vn/lo + C/lvn/l~ 

which leads to a second order estimate. 

3 Extensions to the multi-dimensional case 

In applications, we find hyperbolic equations in several space dimensions 
equations that must be numerically solved with high order. A simple model 
problem is the following: 

f3. V'u + u = f in il, 
1 

where 2"\7. f3 + 1 ;::: 0 > 0, 

for which we have extended the sharp estimate introduced in the previous 
section. 
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In this case, a sharp estimate for finite element approximations depends 
on sharp estimates for a few integral functionals, like 

defined on a finite element space Vh associated with the mesh Th. 
When Vh is the standard space of continuous bilinear functions, a simple 

application of Schwarz inequality gives the following estimates: 

However, when Th is a Cartesian mesh, by using our integral identity, we 
get 

l (u - ihU)zVz = O(h2)lIulIsllvlh, 

in (u - ihU)zVy = O(h2)lIulls(lIvlh + h-1V l v2 lnf3l), 

and if Th is also almost uniform, we get 

The above estimate can be extended to meshes that are smooth mappings of 
almost uniform Cartesian meshes (called from now on, 'generalized' uniform 
meshes) as follows: 

Thanks to these sharp estimates, we get: 

- For the standard Galerkin method: 

lIuh - ulla = O(h2)lIulls, 

lIuh - ulla = O(h1.5)(IIulIs + lIuII2,oo), 

- For the streamline diffusion method: 

when Th is almost uniform, 

when Th is generalized uniform. 

IIUh - ulla = O(h2)lIulIs, when Th is almost uniform. 

- For the discontinuous Galerkin method: 
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and a half order superconvergence for the 12 - estimate of the difference quo­
tient: 

where e = [xe - he, Xe + he] X rYe - ke, Ye + ke], Pe = (xe + he, Ye + ke), 
Qe = (xe - he, Ye + ke), Re = (xe + he, Ye - ke) and C1h ~ he, ke ~ C2h. 

Some of the above results also hold for the variable coefficient case div(,8u)+ 
u = f. For the nonlinear scalar conservation law 

ut+V·f(u)=O, u(X, 0) = 0, 

and Uh the approximate solution determined by Ying's scheme, the use of 
the sharp estimates leads, see [8], to the following error estimate when Th is 
almost uniform: 

"It E [0, T], for arbitrary T > 0, provided that we take b.t ~ Ch4/ 3 . 

4 Concluding remarks 

We have shown that a careful study of integral functionals can lead to im­
proved rates of convergence, for almost uniform meshes, for finite element 
methods for linear and nonlinear hyperbolic equations. The main ideas of 
our approach can also be applied to the error analysis of finite element meth­
ods for other types of equations. 
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Abstract. An hp-adaptive conservative Discontinuous Galerkin Method for the 
solution of convection-diffusion problems is reviewed. A distinctive feature of this 
method is the treatment of diffusion terms with a new variational formulation. This 
new variational formulation is not based on mixed formulations, thus having the 
advantage of not using flux vairables or extended stencils and/or global matrices' 
bandwidth when the flux variables are statically condensed at element level. 

The variational formulation for diffusion terms produces a compact, locally con­
servative, higher-order accurate, and stable solver. The method supports h-, p-, 
and hp-approximations and can be applied to any type of domain discretization, 
including non-matching meshes. A priori error estimates and numerical experiments 
indicate that the method is robust and capable of delivering high accuracy. 

1 Introduction 

In this paper we review a discontinuous Galerkin method for the solution of 
second order convection-diffusion problems which is based on the classical 
discontinuous Galerkin approximation for convection terms [9,14,23,24] and 
on the technique developed in [2,5,31] for diffusion terms. This new method­
ology supports h-, p-, and hp-version approximations and can produce highly 
accurate solutions. 

This discontinuous Galerkin method produces truly compact approxima­
tions, only the nearest neighbors' degrees of freedom interact with the degrees 
of freedom of any element. A different approach to the treatment of diffusion 
terms is to cast the second order problem as a first order system using a 
mixed formulation. This has been done for the solution of the N avier-Stokes 
equations by Bassi and Rebay [3,4], and by Lomtev, Quillen and Karniadakis 
in [25-28], and Warburton, Lomtev, Kirby and Karniadakis in [33]. A gener­
alization of the mixed approach was proposed by Cockburn and Shu under 
the name of Local Discontinuous Galerkin method [13,18]. 

A disadvantage of using mixed methods is that for a problem in lRd , for 
each variable subject to a second-order differential operator, d more vari­
ables and equations have to be introduced to obtain a first-order system of 
equations. In practical applications, however, it is customary to use static 
condensation of the diffusion fluxes at element level. This strategy removes 
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the diffusion related unknowns from the global problem, but produces non­
compact approximations, the degrees of freedom of a given element have 
interaction with non-nearest neighbors' degrees of freedom. Related proper­
ties of the discrete systems of equations and associated bandwith are not 
favorable for the mixed approach. 

The DGM reviewed in this paper has the following features: 

- the method does not use auxiliary variables such as those used in mixed 
formulations; 

- the method is robust, stable, and exhibits elementwise conservative ap­
proximations; 

- the method still produces block diagonal global mass matrices with un­
coupled blocks; 

- the parameters affecting the rate of convergence and the limitations of 
this method are well established; 

- the method is very well suited for adaptive control of error, and can 
deliver very high orders of accuracy when the exact solution is smooth; 

- the cost of solution and implementation is low; and 
- implementations of this method on multiprocessor machines can deliver 

high levels of parallel efficiency. 

A detailed overview of the development and use of discontinuous Galerkin 
methods is presented by Cockburn, Karniadakis and Shu [15]. What follows 
is a short description of the literature related to our review paper. 

The solution of second-order partial differential equations with discontin­
uous basis functions dates back the the early 1970's, Nitsche [29] introduced 
the concept of replacing the Lagrange multipliers used in hybrid formulations 
with averaged normal fluxes at the boundaries, and added stabilization terms 
to produce optimal convergence rates. A similar approach was used by Per­
cell and Wheeler [32]. A different approach was the Global Element Method 
(GEM) of Delves and Hall [19], applications of this method were presented 
by Hendry and Delves in [21]. The GEM consists of the classical hybrid for­
mulation for a Poisson problem with the Lagrange multiplier eliminated in 
terms of the dependent variables; namely, the Lagrange multiplier is replaced 
by the average flux across interelement boundaries, without the addition of 
penalty terms. A major disadvantage of the GEM is that the matrix associ­
ated with space discretizations of diffusion operators is indefinite, therefore 
the method can not be used to solve efficiently time dependent diffusion prob­
lems; and being indefinite, the linear systems associated with steady state 
problems needs special iterative schemes. A study of the eigenvalue spectrum 
associated with a number of discontinuous techniques for diffusion problems 
is presented by Hughes et al. [22]. In the same paper Hughes et al. present 
new developments in conservation properties of continuous and discontinuous 
FEMs. The interior penalty formulations presented by Wheeler et al. in [32] 
utilize the bilinear form of the GEM augmented with a penalty term which 
includes the jumps of the solution across elements. The disadvantages of the 
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last approach include the dependence of stability and convergence rates on 
the penalty parameter, the loss of the conservation property at element level, 
and a bad conditioning of the matrices. The DGM for diffusion operators 
reviewed in this paper is a modification of the GEM, which is free from the 
deficiencies that affect the GEM. More details on these formulations, and the 
relative merits of each one are presented in [5,31]. 

This paper is structured as follows: Section 2 introduces a model scalar 
convection-diffusion problem with the associated notation. Section 3 presents 
the associated discontinuous Galerkin approximation with a priori error es­
timation and Section 4 reviews the application of the method to the Navier­
Stokes equations. Finally, numerical experiments are discussed in Section 5 
and conclusions are collected in Section 6. 

2 Scalar convection-diffusion problem 

Let n be an open bounded Lipschitz domain in lRd • We consider a model 
second-order convection diffusion problem characterized by the following scalar 
partial differential equation and boundary conditions 

I-V.(AVu) + V· (f3 u) + O'U = S in n c lRd I (1) 

u = f on Fo 
(2) 

(AVu).n = 9 on FN 

where f3 E (LOO (n))d is the mass flux vector, 0' E Loo (n) ,0' ~ 0 a.e. in n, 
S E L2 (n) , and A E (LOO (n))dXd is a diffusivity matrix characterized as 
follows: 

A(:z:) = AT(:z:), 
a1aT a ~ aT A(:z:)a ~ aoaTa, a1 ~ ao > 0, Va E lRd, (3) 

a.e. in n. 
The boundary an consists of disjoint parts, Fo on which Dirichlet con­

ditions are imposed, and FN on which Neumann conditions are imposed: 
Fo n FN = 0, Fo U FN = an , and meas Fo > O. The inflow F_ and outflow 
F + parts of the boundary are defined as follows: 

2.1 Regular partitions 

Let us consider regular partitions of n [12,30]. Let P = {Ph(nnh>O be a 
family of regular partitions of n c lRd into N == N(Ph) sub domains ne such 
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that for 'Ph E 'P, 
N(Ph) 

il = U ile, and ile n ill = 0 for e of:. I· 
-e=1 

The interelement boundary is defined as follows: 

lint = U (aill n aile). 
n,;n.EPh 

(4) 

On lint, we define n = ne on (aile n aill) C lint for indices e, I such 
that e > f. 

For vln. E H3/2+< (ile) and vln, E H3/2+< (ill), we introduce the jump 

operator [.] defined on rei = ile n ill of:. 0 as follows: 

[v] = ('YOv)18n.nr./ - (-Yov)18n,nr./ ' e> I, (5) 

and the average operator (.) for the normal flux is defined for (AVv).n E 
L2 (rei), as 

(AVv) ·n) = ~ ((AVv) .n)18n.nr.J + «AVv) .n)18nJnr.J)' e> 1(6) 

where A is the diffusivity. Note that n represents the outward normal of the 
element with higher index. 

3 Discontinuous Galerkin approximation 

The discontinuous Galerkin formulation for convection-diffusion problems is 
built as an extension of the classical discontinuous Galerkin method for hy­
perbolic problems [16,17,23,24], with the diffusion operators treated as in 
[5,7,31]. We review definitions and formulations presented in [7]. 

3.1 Weak formulation 

Let W ('Ph) be the Hilbert space on the partition 'Ph defined as the completion 
of H3/2+< ('Ph) under the norm 1I.lI w defined as follows (induced by (12) 
below) 

2 2 2 II 1 112 lIullw = lIullv + 11'1.1.11/3 + UC12 o,n' (7) 

IIvll~ = L 1 Vv· A Vv dx + Ivl~,r'Ph ' 
n.EPh n. 

(8) 

lIull~ = IUI13ll 12 + L IVu·13/I13llI2 + 1'1.1. 113· nil 12 
o,n n.EPh o,n. o,r+ 

(9) 
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Ivl~,rp" = Ih-" vl~,rD + Ih" (AVv) onl~,rD + Ih-" [vll~,rint 
+ Ih" ((AVv) on}I~,rint' (10) 

and 

The terms h±", with a = 1/2, are introduced to minimize the mesh­
dependence of the norm. In (10), the value of his he/(2at} on rn, and the 
average (he + h,)/(2a1) on that part of lint shared by two generic elements 
De and D" and the constant a1 is defined in (3). In (9), however, h is he /2 
on rn, and the average (he + h, )/2 on aDe n aD,. 

A consistent formulation of problem (1-2) is the following variational 
statement: 

Find u E W (Ph) such that 
(11) 

B(u,v) = L(v) "Iv E W(Ph) 

where 

B(u,v)= L {1 [Vv·AVu-(Vvo,B)u+vCTu]dx 
neEP" n. 

+ r vu- ({3 0 ne) dS} + r ((AVv) on u - v (AVu) on) ds 
l8~\~ ~ 

+ tint (((AVv) on)[u]- ((AVu) on)[v]) ds, (12) 

u± = lim u (x ± €,B), for x E lint, 
<-+0 

and 

L(v)= L r VSdX+/, (AVv)onfds+/, vgds 
neEP" lne rD rN 

-t_ vf ({3 0 n) ds. (13) 

Remark: Note that HJ(D) C W(Ph). Indeed, for u,v E HJ(D), the 
bilinear and linear forms B( u, v) and L( v) reduce to those of the continuous 
Galerkin formulation, which is known to be unstable for not well resolved 
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convection-dominated problems. The use of discontinuous basis functions in 
combination with (12)-(13), however, produces a method with superior sta­
bility properties. It is proven in [7] that the formulation presented is globally 
and locally (elementwise) conservative. Section 4.2 in this paper includes a 
proof of the conservation property for the Navier-Stokes equations. 0 

3.2 Polynomial approximations on partitions 

We review a well-known local approximation property of polynomial finite 
element approximations (see [1]). Let fl be a regular master element in ]Rd, 

and let {FnJ be a family of invertible maps from fl onto De. For every 
element De E Ph, the finite-dimensional space of real-valued shape functions 

P C Hm ( fl) is the space pp• ( fl) of polynomials of degree :::; Pe defined on 

fl. Then we define 

Using the spaces Ppe (De) , we can define 

N(Ph) 

Wp (Ph) = II Ppe (De) , (15) 
e=l 

N(Ph) being the number of elements in Ph. 
The approximation properties of Wp (Ph) will be estimated using stan­

dard local approximation estimates (see [1]). Let u E HS (De) ; there exist a 
constant C depending on 8 and on the angle condition of De, but independent 
of u, he = diam(De), and Pe, and a polynomial up of degree Pe, such that for 
any 0 :::; r :::; 8 the following estimate hold: 

h/L-r 
Ilu - upllr,n. :::; C p:-r lIulls,n., 8 ~ 0, (16) 

where 1I.lIr,ne denotes the usual Sobolev norm, and JL = min(pe + 1,8). 

3.3 Discontinuous Galerkin approximation 

The variational formulation of our discontinuous Galerkin method (11) will 
be used as a basis to construct approximations to the exact solution in a 
finite dimensional space. The variational formulation in the space Wp (Ph) is 
the following: 

Find UDa E Wp (Ph) such that 
(17) 
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where B(.,.) and L(.) are defined in (12) and (13), respectively. 
Note that all the properties of the discontinuous Galerkin method (11) 

also hold for the finite dimensional approximation (17); namely, solutions are 
elementwise conservative, mass matrices are block diagonal, and the space of 
dicontinuous functions provides the basis to obtain solutions with potentially 
good stability properties. 

Stability is one of the most important characteristics of a method for the 
solution of convection-diffusion problems. The following section addresses this 
issue and provides a priori error estimation to solutions of (17). 

3.4 A priori error estimation 

A priori error estimates for pure diffusion cases: We now review results 
presented in (31). Assuming that 

inf sup IB( u, v) I ~ 'Yh ~ 0 (p~~x) , (18) 
UEVh VEVh 

lIull vh = 1 IIvll vh ::; 1 

where 1I.lI vh is the norm defined in (8), and K, ~ 0, an estimate of the global 
rates of convergence of the DGM (13) with fJ == 0 and a == 0 is given by the 
following theorem: 

Theorem 1. Let the solution u E HS (Ph (n)), with s > 3/2, and assume 
that the value of the inf-sup parameter is 'Yh = Cp p~~x with K, ~ o. If the 
approximation estimate (16) hold for the spaces Wp (Ph), then the error of 
the approximate solution UDa can be bounded as follows: 

(19) 

where J-Le = min(pe + 1,8), f. --+ 0+, and the constant C depends on sand 
on the angle condition of ne, but it is independent of u, he and Pe. 

Remark: The error estimate (19) is a bound for the worst possible case, 
including all possible data. For a wide range of data, however, the error 
estimate (19) may be pessimistic, and the actual rate of convergence can be 
larger than that suggested by the above bound. 

The value of the parameter K, depends on Pe and on d. For d = 1, /'i, = 0 
regardless of Pe, as long as Pe ~ 2, whereas for d > 1 the value depends on 
the mesh regularity; numerical evaluation of the inf-sup condition suggests 
that for Pe ~ 2 the exponent K, ~ 1.0 - 1.5. 0 

Riviere and Wheeler [10,11) have presented the following results related 
to the discontinuous Galerkin method reviewed in this paper: 
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Theorem 2. Let the solution U E HS (Ph (n)), with s> 3/2, then the error 
of the approximate solution UDa can be bounded as follows: 

where IL = min(p+ 1,s), and the constant C depends on 0:1, and 110"11 00 • 

This estimate was proven along with some other estimates related to the Non­
Symmetric Interior Penalty Galerkin (NIPG) method of Wheeler and Riviere. 

A priori error estimates for convection-diffusion caseS: In this section 
we review results presented in [7]. The norm 1I.llw1 used in the error estimate 
is the following: 

(21) 

and 

(23) 

with 0: = 1/2, 6 = 3/2, and uf3 = l,8rl (Vu·,8) when 1,81 > 0, otherwise 
uf3 = O. In 1I.lIv. and 1I·1If3. the scaling parameter h is he/2 on ane n an, and 

J J 

the average (he + hf )/2 on ane n anf. 
Solutions to convection-diffusion problems can exhibit features that range 

from those of diffusion dominated problems to those of pure convection prob­
lems. The error of diffusion dominated problems is better measured in the 
Hl-norm because the associated physics depends on the solution gradient, 
such as heat transfer, viscous stresses, etc; whereas the error in convection 
dominated transport is better measured in the L2-norm, because the un­
derlying physics depends more on the solution values than on the solution 
gradient. 

The range [0,1) of local Peclet numbers (Pe ) represents a situation in 
which diffusion effects ar.e dominant, and for which the W-norm converges to 
the V -norm as Pe --t o. The analysis of stability in the V -norm for diffusion 
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dominated problems was presented in [5,31], where optimal h-convergence 
rates are presented. 

For high Pe , where convection is important, the following a priori error 
estimate applies (see [7]). We assume that the reaction coefficient a = 0, 
which is the worst case scenario from the point of view of stability. 

Theorem 3. Let the solution to (11) be u E H S (Ph (.0», with s > 3/2, and 
assume that there exists /'i, ~ ° and Cp > ° such that 

inf sup IB(u,v)1 ~ CpP;;;:X, (24) 
u E Wl V E Wl 

IIullw1 = 1 IIvll w1 $ 1 

where Pmax = maxe (Pe). If the approximation estimate (16) holds for the 
spaces Wp (Ph), then the error of the approximate solution UDG is bounded 
as follows: 

( 
hll.-E ) 2 

lIu - UDG"~l $ CP~ax L S~3/2-E IIulls,a. ' 
a.E'Ph Pe 

(25) 

where I-'e = min(pe + l,s), € ~ 0+, and the constant C depends on sand 
on the angle condition of the element, but it is independent of u, he and Pe. 

A proof of this result can be found in [7]. Remark: Numerical experiments 
presented in [7] indicate that /'i, < 1.5. 0 

4 Navier-Stokes problems 

First we review a model problem and related notations in preparation for 
analyzing the discontinuous Galerkin formulation. 

Let .0 be a bounded Lipschitz domain in JRd.The governing equations for 
the conservation of mass, momentum, and energy can be written in vector 
form as follows: 

in .0 
(26) 

U(x,O) = Uo(x), at t = ° 
where repeated indices are summed throughout their range, U = (Ul' ... , um) = 
U(x, t) E JRm is a vector of conservation variables with m = d + 1 (momen­
tum and mass conservation) or d + 2 when the energy equation is included, 
Fi(U) = (lli, ... , fmi) E JRm and F't (U) = (Iii' ... , f~i) E JRm are the invis­
cid and diffusive flux vectors associated with the i-th space coordinate, and 
S represents the body forces in the momentum equations and a source of 
heat (e.g. heat source due to viscous dissipation) in the energy equation. The 
system of equations (26) is accompanied by appropriate boundary conditions 
for each problem. 
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4.1 Inviscid and viscous fl.ux vectors 

The inviscid flux vectors Fi are homogeneous functions of degree one in 
the conservation variables U; therefore the fluxes can be written as F i = 
Ai(U) U, where Ai(U) is the Jacobian matrix. 

Let F n(U) be the normal flux at any point on a boundary an with 
outward normal n; then 

Fn = Fi ni i E [l, ... ,dj, 

The flux vector F n(U) can be split into inflow and outflow components F! 
and F;;; for example 

where A is the diagonal matrix of eigenvalues of An, and the columns of the 
matrix R are the corresponding eigenve~tors. From a physical point of view, 
F! and F;; represent the fluxes of mass, momentum, and energy leaving (+) 
and entering (-) the domain through an. 

Given that the approximation of field variables may be discontinuous 
across internal surfaces in n or across an, let us define 

U±= lim U(x±fn), 
£-+0+ 

where x is a point at a boundary which can be real (e.g. bounding walls) 
or artificial (e.g. interelement, far-field). With this notation, F!(U-) is the 
flux in the direction n, and F;; (U+) is that in the opposite direction. 

The projection of the viscous flux vectors Fi onto the normal n to a 
boundary is a linear functional of U, and will be written in the following 
alternative forms 

Fi ni = F~ = Dn U, 

where for Newtonian flows the matrix Dn is a linear differential operator. 

4.2 Space discretization with broken spaces 

Let V (Ph) be a broken space of admissible vectors of conservation variables 
U = U(x) having the necessary regularity conditions. 

For a given initial data U 0, and appropriate boundary conditions, the 
space discretization using the discontinuous Galerkin method can be stated 



A DGM for Convection-Diffusion and Navier-Stokes Problems 189 

as follows: 

Given U 0 = U o(z), for t E (0, T), find 

U(., t) E V (Ph) X HI (0, T) such that U(z,O} = U o(z), and 

r WTa~ dx + E r W T (F~'<U-) + F;;".(U+» ds 
1n n.EP" 1an. 

+ tino ((WT D;)[U] - [WT] (F~)) ds 

+ r (WTD;U - WTF~) ds+ E r aW.T (Fi - F i ) dx 
1ro OeEP" lao. ax, 

here 

U± = lim U(z ± f n e ), 
e-tO+ 

(27) 

F! are known in closed form for the usual flux vector and flux difference 
splittings (see [5] and references therein). 

It is important to observe that (27) reduces to the classical weak Galerkin 
approximation if we restrict V (Ph) to a space of continuous functions. 

We now prove that (27) renders a conservative formulation. To show that 
(27) is globally conservative, let us pick a test function W = (VI, ... , vm ) such 
that 

Vi(Z) = 1, i = 1, ... ,m Yz E n, 

by definition WE V (Ph). Substituting W in (27), we get 

r aa~ dx + L 1 (F~. (U-) + F;;".(U+» ds - r F~ ds 
1n ~E~ a~ 1~ 

= r S dx + r F~ ds. 10 1rN (28) 

For any pair of adjoining elements (ne , n f), the following identities hold: 

and 
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substituting the above identities in (28), we obtain 

which shows that the formulation is globally conservative. 
To show that the formulation is also locally conservative, we select a 

generic weighting function 

{ 1:Z: Ene 
W = (Vl, ... , vm ) E V (Ph) such that Vi(:Z:) = O:z: ¢ ne 

and substituting Win (27), we get 

fa. 

i = 1, ... ,m, 

which represents the conservation equations at element level when the in­
terelement viscous forces are taken as the average (F~). 

Remark: To insure local conservation at element level, the interelement 
viscous flux F'V (U- , U+) shoud have the following property: 

8U- 8U+ 
if 8n = 8n ' then F'V(U-,U+)=F~(U-)=F~(U+). (31) 

This property is verified by the interelement viscous flux F'V (U- , U+) = (F~) 
used in (27), see (30). Formulations that add stabilizing terms based on the 
jump ofthe solution [U] = (U+ - U-) do not possess property (31), because 
in general, approximate solutions have non-zero jump across interelement 
boundaries. 0 

5 Numerical tests 

Numerical verification of convergence rates in the 1I.lIv norm for diffusion 
problems and in the 11.lI w1 norm for convection diffusion problems have been 
presented in [31,7]. 

Next we present solutions to Hemker's problem, a convection-diffusion 
problem with a turning point in the middle of the domain: 

{ 
82U 8u 2 . 

(} 8x2 + X 8x = -(}1l' cos(1l'x) -1l'xsm(1l'x) 

u( -1) = -2, u(l) = 0 

on [0,1] 
(32) 
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for which the exact solution is 

u(x) = cos(lI'x) + erf(x/V2Cx)/erf(I/V2Cx). 

Figure 1 and Fig. 2 show the solutions to the above problem (0 = 10-10 and 
h = 1/10) obtained with continuous and discontinuous Galerkin, respectively. 

Numerical experiments show that when the best approximation to the 
exact solution in the L 2-norm is better represented using discontinuous func­
tions, the DG method performs better than the continuous Galerkin method. 
This is in general true for solutions to convection dominated problems with 
boundary layers. If the quantity of interest is the gradient of the solution at 
the boundary layers, the DG method provides an excellent error indicator, 
namely, Dirichlet boundary conditions are not well approximated. This error 
indicator allows to capture steep gradients using adaptive refinement. 

Solutions to the incompressible Navier-Stokes equations can be obtained 
using the artificial compressibility technique. The test case selected is a popu­
lar benchmark for laminar viscous flows, the driven cavity problem described 
in [20] with Rey 7500. 

A solution to this problem is obtained with a mesh of quadratic elements 
which is equivalent (in number of degrees of freedom) to a mesh of 60x60 
linear elements (used for plotting results) as shown in Fig. 3, this figure also 
shows the pressure distribution on the background. Note that the pressure 
range shown is much smaller than the actual range, which is very wide be­
cause of the presence of singularities at the top corners of the cavity. The 
cutoff values [pmin,Pmax] applied to the range of pressure allow to observe 
small changes within the domain, excluding the areas adjacent to the top cor­
ners. Figure 4 shows the streamline pattern. This solution is very accurate, 
comparisons of velocity profiles through horizontal and vertical planes can 
be found in [6]. Summarizing, the numerical experiments confirm the stabil­
ity and high accuracy that the method can deliver for the class of problems 
considered, even with the use of h refinements and P enrichments. 

6 Conclusions 

The salient properties of the discontinuous Galerkin formulation reviewed in 
this paper can be summarized as follows: 

- diffusion terms are discretized with a variational formulation that is not 
based on mixed formulations, this is very advantageous because extra flux 
vectors (gradient of each scalar variable) are not required. When used, the 
flux vectors of mixed formulations increase considerably the bandwidth 
of the systems (when they are statically condensed at element level), and 
the formulations are not compact, the degrees of freedom of any given 
element interact with the degrees of freedom of non-nearest neighboors; 
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- the method is capable of solving convection-diffusion problems with an 
hp-approximation methodology. If the local regularity of the solution is 
high, the p-approximation can be used and the method delivers very 
high accuracy; otherwise the h-approximation can be used and the error 
is reduced by local refinement of the mesh; 

- approximate solutions of unresolved flows (e.g. boundary layers) do not 
suffer from widespread oscillations, for these cases the treatment of in­
terelement boundaries prevents the appearance and spreading of numer­
ical oscillations; 

- stability studies and numerical tests demonstrate cuantitatively and qual­
itatively the superiority of discontinuous over continuous Galerkin solu­
tions for convection-diffusion problems; 

- discrete representations are stable in the sense that the real part of the 
eigenvalues associated with the space discretization are strictly nega­
tive, a property that allows the use of time marching schemes for time­
dependent problems and also allows to solve steady state problems with 
explicit schemes; 

- an a priori error estimate for high Pe numbers indicates that the method 
delivers optimal h-convergence rate (accuracy); and 

- contrasting other techniques that use artificial diffusion to improve the 
stability of continuous Galerkin approximations, the present discontinu­
ous Galerkin method does not introduce such mesh-size dependent terms 
in the governing equations, which allows for approximation with unlim­
ited order of accuracy; namely, the order of accuracy grows linearly with 
the order p of the basis functions. 

The structure of this discontinuous Galerkin method, particularly the fact 
that the degrees of freedom of an individual element are coupled only with 
those of neighbors sharing a boundary makes this method easily paralleliz­
able. 

Stability analysis and a priori error estimates have been presented for 
the scalar case in [7,31]. Numerical evidence presented in [7,6,8,31] suggests 
that this discontinuous Galerkin formulation is highly reliable for obtaining 
numerical solutions to problems characterized by a wide range of fluid flow 
conditions. Remarkably, this formulation is stable even when the flow field is 
not well resolved, and does not produce the classical oscillations near sharp 
gradients (e.g. boundary layers) which are characteristic in classical HI ap­
proximations of under-resolved boundary layers. 
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Fig. 1. Hemker problem: a = 10-10 and h = 1/10, Continuous Galerkin. 

2 .5r----------r----------~--------_.----------,_--------_. 

2 

1.5 

O.S 

o ........................................ .. 

-0.5 

-1 

·1.5 

·2 

exact -
p=2 ----­
p=3 ..... 
p=4 .•. _­
p=5 -----

-2.5 '--____ --' _____ --'-_____ -L _ ____ -'-____ ---J 

a 0.2 0.4 0.6 o.e 

Fig. 2. Hemker problem: a = 10- 10 and h = 1/10, Discontinuous Galerkin. 
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Fig. 3. Driven cavity at Re = 7500 : Mesh and Pressure contours. 

Fig. 4. Driven cavity at Re = 7500 : Pressure contours and streamlines. 
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Abstract 

We present an implicit solution method for the compressible Navier-Stokes 
equations based on a Discontinuous Galerkin space discretization and on the 
implicit backward Euler time integration scheme. The linear system arising 
from the implicit time stepping scheme are solved with the preconditioned 
GMRES iterative method. Several preconditioners have been considered. We 
describe the features of the method and investigate its accuracy and perfor­
mance by computing several classical 2-dimensional test cases. 

1 Introduction 

The Discontinuous Galerkin (DG) method is a recently developed higher­
order accurate method which has been receiving great attention by several re­
searchers, among others see e.g. [lO,11,2,5,6,1,3J, because of its several promis­
ing features. First of all, the DG method combines two key features which 
characterize the finite volume and the finite element method, the physics of 
wave propagation being accounted for by means of (approximate) Riemann 
solvers at element interfaces and accuracy being pursued by means of high­
order polynomial approximations within elements. The method is therefore 
ideally suited to compute high-order accurate solution of the Navier-:Stokes 
equations on general structured or unstructured grids. A second interesting 
feature of the DG method is the compactness of the scheme. The expansion 
coefficients of the numerical solution associated to a generic element are in 
fact coupled only with those associated to neighboring elements (that is the 
elements sharing a face). In the case of triangular (tetrahedral) elements, this 
means that coupling is introduced only among the unknowns associated to 
four (five) elements, respectively. This compactness results in sparse matrices 
which are very convenient for implicit time integration schemes (especially in 
3D). 

In this work we present a DG method which is a variant of that de­
scribed in [4,3J exploiting the linear dependence of the viscous flux function 
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on the gradient of the conservation variables. The equations are integrated 
in time with the implicit backward Euler scheme. At each time step the cou­
pled nonlinear equations resulting from the time stepping scheme are locally 
linearized and therefore reduced to a system of linear equations, which is it­
eratively solved with the preconditioned GMRES method. As preconditioner 
we have considered the standard incomplete LU factorization (ILU) with dif­
ferent levels of fill-in and a block diagonal preconditioner which turned out 
to be particularly well suited to the DG Galerkin discretization of the NS 
equations. 

In the following we give a complete description of the method, with par­
ticular attention to the discretization of the viscous part of the NS equations. 
The performance of the method is displayed by computing the compressible 
laminar flow for two classical airfoil steady state calculations. 

2 DG Space Discretization of the N avier-Stokes 
Equations 

The compressible Navier-Stokes equations can be written in compact form as 

au 
at + V· fc(u) + V· fv(u, Vu) = 0, 

where u E lRd+2 is the vector of the conservative variables, f c and f v E 
lRd+2 0 lRd are the inviscid and viscous flux functions, respectively, and d 
denotes the number of space dimensions. The viscous flux function is linear 
with respect to Vu, i.e. 

f v(u, Vu) = Av(u)Vu, Av(u) = af v~~:u) . (1) 

A discrete version of the NS equations is obtained by subdividing Q into a 
set of elements {e} (triangles in this work), and by restricting u and </J to be 
polynomial functions inside each element. No global continuity is enforced on 
u and </J, which are therefore discontinuous at element interfaces. By splitting 
the integral over Q into the sum of integrals over the elements e and by 
performing an integration by parts, we obtain the weak formulation 

2:1 </J~;dQ+2:1 </In·f(u,Vu)da 
e n. e !an. 

-2:1 V</J· feu, Vu)dQ = ° (2) 
e n. 

Due to the discontinuous function approximation chosen, the flux functions 
appearing in the boundary integral of the previous equation is not uniquely 
defined and does not disappear for internal interfaces as in the standard 
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continuous finite element method. It is instead necessary to resort to an 
interface treatment which weakly enforces continuity at element interfaces 
(and the boundary conditions at boundary sides), thus providing a coupling 
between neighboring elements which would be otherwise completely missing. 
In general this fs accomplished by replacing the physical normal flux n . 
f(u, Vu) with a numerical flux h(u-, Vu-, u+, Vu+, n-). With the notation 
(-)- and (-)+ we denote the interface value of any quantity associated to the 
two elements sharing the face, in which the normal unit vector n- points 
outward from the element associated to the values 0-. 

To put in evidence the different role played by the contour integral for 
internal interfaces and for boundary sides (and to better reflect the way in 
which computations are actually performed), the sum of contour integrals 
appearing in Eq. (2) can be rearranged as the sums of internal interface 
integrals and of boundary side integrals 

-"£1 V¢.f(u,vu)dn+"£l (¢-h-+¢+h+)du 
e f1e f O'f 

+ "£ 1 ¢n- ·f(u*, Vu*) du, (3) 
b O'b 

where the subscript f refer to internal interfaces, the subscript b to boundary 
sides, and 

h± = h(u±, Vu±,u'f, Vu'f,n±) . 

Notice that for each interface integral of the second sum in Eq. (3) there 
are two numerical flux contribution which correspond to the two elements 
sharing a face. The flux function arguments u* and Vu* appearing in the 
boundary integrals of Eq. (3) are defined as 

to prescribe Dirichlet conditions ub and as 

* -u =u , n·Vu* =n·Vub 

to prescribe Neumann conditions n· Vub • 

The formulation of the numerical flux function for the inviscid part of the 
NS equations is completely analogous to that commonly employed in upwind 
finite volume methods. In our computations we have used the van Leer flux 
difference splitting numerical flux as modified by Hanel [12]. The inviscid 
terms of the NS equations are therefore discretized as 

"£1 ¢a;: dn- "£1 V¢·f(u,Vu)dn 
e f1e e f1e 

+ "£ r (¢-h- + ¢+h+)du + "£ r ¢n ·fc(ub)du = o. (4) 
f 10'1 b 10'b 
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The formulation of a numerical flux function for the viscous part of the 
Navier-Stokes equations does not have a counterpart in the finite volume 
method, and it therefore will be described in greater detail. In order to ac­
commodate the generalized Laplacian operator 

v . I v = V . (Av Vu) 

in weak variational form in a space of discontinuous functions, we reformulate 
the NS equations as the system 

{'v =AvVu 
OtU + V . Ie + V . I v = 0, 

(5) 

in which the two coupled first order equations can be approximated with 
DG techniques similar to those already developed in the case of hyperbolic 
systems of conservation laws. 

Let's begin from the first equation of the system. A "weakly continuized" 
viscous flux I v is defined as 

L r 1/J. Ivdil = - L r u V· (~1/J)dil 
e In. e In. 
+~Li [n'(~1/J)r(u++u-)da+Li [n'(~1/J)rubda, 

e an.. e an.b 

(6) 

where aile. denotes the part of ail ct rand Oileb denotes the part E r. By 
summing and subtracting to the right hand side of Eq. (6) the expression 

and by "backward" integrating by parts, we can rewrite Eq. (6) as 

L 11/J ·6 dil = L 11/J . I v dil- L 11/J . (Av Vu) dil = 
e n. e n. e n. 

~Li [n'(~1/J)r(u+-u-)da 
e an.; 

+ Li [n·(~1/J)r(ub-u-)da. (7) 
e an·b 

The above equation defines the auxiliary variable 6 = I v - Av Vu as the 
difference between the weakly continuized viscous flux I v - which takes 
into account the effect of the jump u+ - u- at element interfaces and of the 
jump ub - u- at the boundary - and the "internal" viscous flux Av Vu. By 
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rearranging the sums of contour integrals as a sum over internal interfaces 
plus a sum over boundary faces, we can express ~ as 

2:1 t/J. ~dfl = -~ 2: 1 [(~t/J)- + (~t/J)+]. [(un)- + (un)+]da 
e n. f (If 

+ 2:1 [n·(~t/J)( .(ub-u-)da. (8) 
b (Ib 

We now consider the weak formulation of the last term of the second 
equation of the system, which, by substituting the physical viscous flux f v 

with the weakly continuized flux f v = Av Vu +~, and by rearranging the 
sums of contour integrals as sums of interface and boundary integrals, can 
be written in weak form as 

-2: 1 V</>· (Av Vu) dfl - 2: 1 V</>· ~ dD 
e JJe e [}e 

+ ~ 2:1 [(¢n)- + (</>n)+]. [(AvVu)+ + (AvVu)-]da 
2 f (If 

+ ~ 2: 1 [(</>n)- + (¢n)+]. (~+ + r) da 
f (If 

+ 2: 1 (</>n)- . (Av Vu)b da + 2: 1 (¢n)- . ~b da. (9) 
b (Ib b (Ib 

By virtue of Eq (8), in which we choose the test function t/J = V</>, the 
second volume integral sum of the above expression can be reformulated as 
a summation of interface and boundary integrals. The weak formulation of 
the second equations of system (5) can therefore be written as 

lE - ;; In. V</>· (Av Vu) dfl 

+ ~ 2:1 [(~V</»- + (~v</»+]. [(un)- + (un)+]da 
f (If 

+ ~ 2::1 [(¢n)- + (</>n)+]. [(AvVu)+ + (AvVu)-]da 
2 f (If 

+ ~ 2:: 1 [(</>n)- + (</>n)+]· (~+ + r) da 
f (If 

-2::1 [n·(AvV</»(.(ub-u-)da 
b (Ib 

+ 2:: 1 (</>n)- . (Av Vu)b da + 2:: 1 (</>n)- . ~b da = 0, (10) 
b (Ib b (Ib 
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where IE denotes the DG discretization of the inviscid part of the NS equations 
as given in Eq. (4). The previous equations and Eq. (8) can be regarded as 
a system of two equations in the unknowns u and a which discretize the NS 
equations in mixed form (see e.g. [1]). Unfortunately a DG Galerkin method 
for the solution of the NS equations very similar to the one described so far 
displays an unsatisfactory convergence rate for polynomial approximations 
of odd order. A cure to this convergence problem is suggested in [4,3J, and 
has been thoroughly investigated theoretically in a series of papers of Brezzi 
and coworkers [9,8,7J. 

Following the ideas introduced in [4,3]' we therefore replace the variable 
a appearing in the third interface integral and in the third boundary integral 
of Eq. (10) with a locally defined variable a J given by 

for internal interfaces and by 

for boundary sides. The previously defined variable a and the newly defined 
variables a J are related for each element e through the relation 

where the summation includes the faces on the boundary of element e. The 
modified DG formulation of the NS equations can therefore be written as 

IE - "L 1 v¢· (A.Vu)dn 
e ne 

+ ~ "Ll [(AZ'v¢)- + (AZ'v¢)+]. [(un)- + (un)+]da 
2 J Uf 

+ ~ "L 1 [(¢n)- + (¢n)+]. [(A. Vu)+ + (A. Vu)-] da 
2 J Uf 

+ ~ "L 1 [(¢n)- + (¢n)+]· Wi + an da 
J Uf 

-"Ll [n· (A.v¢)t· (ub - u-)da 
b (7& 

+"Ll (¢n)-.(A.vu)b da+"Ll (¢n)-.a}da=O. (13) 
b Ub b Ub 
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Notice that the second interface integral of the previous equation, i.e. that 
containing the sum (t51 + t5J), can be rewritten in the equivalent form 

thus showing that what is really needed in the computations is only the 
normal component (n· t5 f)± of t5 f. An equation giving the normal component 
n· t5f can be obtained from Eq. (11) for an interface - or from Eq. (12) for 
a boundary side - by considering test functions 1jJ = ljm. For an internal 
interface, n . t5 f on the face f is for example given by 

Eq. (13) with the values of t5 f expressed in terms of u± according to (14) 
provides a symmetric DG discretization of the viscous terms of the NS equa­
tions entirely in terms of the original variable u, which does not suffer the 
convergence problems related to the auxiliary variables t5 originally intro­
duced to define the weakly continuizecl viscous flux function. In practice, 
even if starting from a formulation of the NS equations as a system of two 
first order eqiIations, we have ended with a formulation in which the auxil­
iary variables can be computed on a local basis for the internal interfaces and 
for the boundary sides, with no requirement for additional storage at global 
level. 

The DG discretization of the viscous terms here described bears some 
resemblance with that introduced by Baumann and Oden (see e.g. [5,6]), 
which can be obtained from Eq. 13 by removing the third interface and 
boundary integral summations (i.e. the terms involving t5 f) and by changing 
the sign of the first interface and boundary integral summations. Because 
of the different sign, the DG scheme here described leads to a symmetric 
discretization (for a symmetric matrix Av) while that of Baumann and Oden 
does not. Baumann and Oden's scheme is however simpler since it does not 
require the terms containing t5 f . 

The resulting scheme is characterized by a very compact support. In fact, 
the unknowns associated with element e are only coupled with the unknowns 
associated with the elements which share a face with e. This results in a dis­
cretized spatial operator which can be solved very efficiently and is therefore 
very well suited to be used with an implicit time integration scheme, as we 
are going to describe in the next section. 

3 Implicit Time Integration 

The space discretized equations are advanced in time with the implicit back­
ward Euler time integration scheme. If the equations are linearized in time, 
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at each time step we have to solve a linear system Anxn = bn of algebraic 
equations, where xn is the solution increment (un+! - un) and bn = _Rn. 
The coefficient matrix An can be regarded as a sparse block matrix of m x m 
blocks, m being the number of unknown fields (p, pE, pu, pv) times the num­
ber of degrees of freedom used to represent each field within an element. The 
number of nonzero blocks of a generic block row i is equal to the number 
of elements sharing a face with element i plus one. The linearization of the 
NS equations is simply accomplished by evaluating all the Jacobians, both 
inviscid and viscous, at time level n, thus reducing both the inviscid and the 
viscous parts of the NS equations to linear operators in u. The construction 
of the viscous linearized operator starting from Eq. (13) and (14) is a little 
bit involved but straightforward. 

The linear systems are solved by means of the left preconditioned GM­
RES iterative solution algorithm. It is well known that the efficiency of the 
PGMRES algorithm is crucially dependent on the use of a preconditioner 
matrix P. A reasonable compromise between efficiency and storage require­
ments has been found by using as preconditioner the m x m block diagonal 
part of A (see also [6], in which the linear system is solved by Jacobi and 
Gauss-Seidel iterations). 

4 Numerical Results 

In order to check the accuracy and the order of convergence of the DG dis­
cretization of the viscous term, we have considered the simple test problem 

V· (AvVu) = s, (15) 

on the unit square with homogeneous Dirichlet conditions, where u is a vector 
unknown, and Av is a full constant matrix. The tests have been performed 
on 5 successively finer grids starting from an extremely coarse grid containing 
only 8 triangular elements. In all the cases the method converges with the 
expected order of accuracy provided that the grid is fine enough to capture 
the relevant feature of the solution (results not reported for brevity). 

We next present the computational results for two laminar calculations 
around the NACA0012 airfoil at two flow regimes, namely Moo = 0.8, IXoo = 
10°, Re = 73, and Moo = 0.5, IXoo = 0°, Re = 5000. The convergence history 
of the computations is monitored by the error indicator Tn, defined as 

(16) 

where R(Up) denotes the residual at the n-th time step using polynomial 
approximation of order P (that is the polynomial order corresponding to 
the solution that we are monitoring), and R(U~) is the residual function 
computed for the initial data using polynomial approximation of order Q. 
This definition of the error indicator allows a comparison among residual 
histories of computations having different order of accuracy. 
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Fig. 1. Grid for the Naca0012 airfioil 
computations. 

Fig. 2. Re = 73 Mach isolines computed 
with P3 elements. 

In all the computations the CFL number is increased as the residual of the 
solution decreases according to equation CFLn +1 = CFLo/r~ and subject to 
the additional user specified constraint CFLo ::::;. CFL S CFLN. All the test 
cases have been computed using fJ = 1 and CFLN = 100. The linear systems 
have been solved with the restarted GMRES(20) method implemented in the 
Sparskit2library developed by Y. Saad and coworkers. All the computations 
have been performed on a grid containing 2048 triangular elements, 64 dis­
tributed along the airfoil and 16 in the direction normal to the airfoil (see 
Figure 1). 

We have performed several test calculations using the ILU preconditioner 
with various levels of fill-in (up to 20) and the very simple block diagonal 
preconditioner described in the previous section. Quite surprisingly, for the 
NACAOOI2 computations the block diagonal preconditioner gives much bet­
ter results than the ILU preconditioner both in terms of cpu time and in terms 
of the number of iterations needed to solve the linear system within a given 
level of accuracy. In fact, the ILU preconditioner displayed the same rate of 
convergence of the much simpler block diagonal preconditioner only allowing 
relatively large levels of fill-in (but with a consequently much greater cost 
both in terms of cpu time and memory required). This unexpected behavior 
could be due to a poor ordering of the unknowns, which does not affect the 
performance of the block diagonal preconditioner but could impair that of 
the ILU preconditioners. We have however not yet adopted any reordering 
strategy. We plan to address this issue in future work. 

The solution computed with cubic elements for the Re = 73 test case is 
displayed in Figure 2, which show the accuracy which can obtained even on 
very coarse grids by using an high-order accurate method. The convergence 
history for the Re = 73 test case in terms of iterations and of cpu time is 
displayed in Figures 3 and 4. Notice that we have used as initial data for 
the high order computations the lower order solution previously computed. 
The solutions computed with linear, quadratic and cubic elements for the 
Re = 5000 test case are displayed in Figures 5, 6 and 7. Figure 8 shows a 
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Fig. 6. Re = 5000 Mach isolines com­
puted with P2 elements. 

detail of the Mach isolines near the trailing edge and in the wake region behind 
the airfoil. This test case shows the improvement of the solution accuracy 
obtained by using high-order element. In fact P3 elements are needed to 
obtain an accurate solution On this grid (see e.g. [1]). The convergence history 
of the Re = 5000 test case, again in terms of both iteration number and cpu 
time, is given in Figures 9 and 10. Notice that the Re = 5000 test case requires 
less computational effort than the Re = 73 case, suggesting that the system 
of equations to be solved at each time step gets more ill-conditioned for lower 
Reynolds numbers. 

5 Conclusions 

We have here presented a method for the numerical solution of the compress­
ible Navier-Stokes equations based on a DG spatial discretization and On the 
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Fig. 7. Re = 5000 Mach isolines com­
puted with P3 elements. 
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Fig. 8. Re = 5000 Mach isolines detail 
with P3 elements. 
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Fig. 10. Re = 5000 residual history as 
a function of cpu time. 

fully implicit backward Euler time integration scheme. The linear systems 
arising from the implicit time discretization are solved with the precondi­
tioned GMRES method. Various preconditioners have been considered, but 
the most efficient for the test cases attempted so far turned out to be a rela­
tively simple block diagonal preconditioner. It is not clear at this stage of our 
investigation if the worst performance of ILU type preconditioners is due to 
a poor unknown ordering or if it is the block diagonal preconditioner which 
performs surprisingly well for DG discretizations (not excluding some other 
conjecture which we can not envisage at this moment) . The results obtained 
so far are quite encouraging but we have considered only relatively simple test 
cases and we have not yet adopted any kind of reordering technique which 
could improve the performance of ILU preconditioners. We plan to work in 
this direction in the near future. 
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Abstract. Our focus is on explicit finite element discretization of transient, linear hyperbolic 
systems in arbitrarily many space dimensions. We propose several ways of generating suit­
able "explicit" meshes, and sketch an O(hn+l/2) error estimate for a discontinuous Galerkin 
method. Continuous methods are also considered briefly. This paper parallels [2] in large part, 
while using a different approach in the analysis. 

1 Introduction 

The problem of interest to us here is a linear, symmetric hyperbolic system 

(:v, t) E aT == a x [0, Tj, (1) 

where u is an m-vector and the matrices ~ are m x m, symmetric, and constant. We 
assume a is a bounded polyhedral domain in RN and denote its boundary by r( a). 
Likewise, we denote the boundary of the space-time domain aT by r( aT). Along 
r(aT), the unit outer normal n = (nx, nt) = (nl. ... , nN, nt) has either nx = 0 
ornt = O. 

An appropriate set of initial and boundary conditions for (1) is 

u=g att = 0, 

(D-N)u=O onr(a) x [O,Tj, (2) 

where D = Ef:.l niAi and N + N* ~ O. Problem (1)-(2) has the form of a 
Friedrichs system [4] for which a unique solution is guaranteed under certain restric­
tions. 

An example of (1)-(2) is the wave equation in two space dimensions: 

Wtt - Wxx - Wyy = I, 
w, Wt given at t = 0, 

w=Oonr(a) x [O,T]. 

* The authors were supported in part by NSF grant DMS-9704556 and DARPA grant 4-
23685, respectively. 
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With Ul = wx , U2 = Wy, U3 = Wt, this can be written as 

( 0 0 -1) (0 0 0) (0) 
Ut + 0 0 0 U x + 0 0 -1 u y = 0 . -10 0 0 -1 0 f 

For this system, 

D = (~ ~ =~~), 
-nl -n2 0 

and we may take 

N=( ~ ~ ~~). 
-nl -n2 2 

Of the many previous finite element treatments of the general problem (1)-(2) 
and its related non-transient counterpart (e.g., [1], [5], [7], [8]), we know of none 
which is explicit, i.e., develops an approximate solution in an element by element 
fashion. This is our focus, in the setting of arbitrarily large m and N. 

The key mesh requirement for explicitness is that 

N 

M == ntl + EniAi 
i=l 

be definite on all interior (i.e, ¢.. r(fJ) x [0, Tj) faces of each element K where 
(nx, nt) denotes the unit outernormal to K. We denote by rin (K) (Fout( K) the por­
tion of r (K) for which M is negative (positive) definite. The above explicitness con­
dition will hold if all element faces are inclined sufficiently toward the x-hyperplane 
to make II E;:'l niAi II < Int I. The sign of nt will then indicate the direction of ex­
plicitness. In addition to the definiteness condition, we assume the eigenvalues >.( M) 
of M are bounded away from zero: 

I>.(M)I ~'Y > O. (3) 

With an "explicit" mesh, we can discretize (1 )-(2) via the following extension of 
the discontinuous Galerkin method: 

a(Uh,Vh)K = (j,Vh)K, allvh E Sh(K), (4) 

a(u,v)K == (.CU,V)K - f [u]TMv + ~ f uT(N - D)v. (5) 
J Ii.(K) Jr· (K) 

The approximation subspace S h (K) is comprised of polynomials of total degree ~ n 
over K or is an nth degree tensor product space, Uh E S h (K) is the finite element 
approximation, and ( , )K denotes the L2(K) inner product; r*(K) denotes the in­
tersection, if any, of r(K) with r(fJ) x [0, Tj. In general, Uh will be discontinuous 
on interelement boundaries. We denote by Uk and ut its upstream and downstream 
limits, respectively, and use the notation [Uh] = ut - uk' 
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We will sketch the derivation of the following error estimate for Uh as defined 
by (4)-(5): 

Iuk" - UI~out(nT) + lIuh - ulI~T + h L II£o(Uh - u)lI~ 
KenT 

+ L HUh - ull~n(K) ::; O(h2n+l). (6) 
KenT 

This is an extension of the standard error estimate, first given in [6], for the discontin­
uousGalerkinmethod. We use the notation 1I·lIk,D for the norm on Hk(D), DenT, 
omitting k when it has value zero, and denote "surface" L2 norms (e.g., over rin (K) 
by I . I· The principal part of £ is denoted by £0, and C denotes a generic constant 
independent of h but which, in general, is different at each occurrence. 

The estimate (6) is essentially the same as that obtained in [2]. We use a differ­
ent approach here, however, establishing (6) directly without first showing existence 
and stability of Uh. Also, we employ an additional test function (v h = £0 ( Uh - U I), 

where UI is an interpolant of u) not used in [2], which eliminates the need for a 
technical assumption made in [2] (that each element be convex or have "sufficiently 
many" faces in comparison to n, the degree of approximation). It also allows (6) to 
be obtained with an arbitrary optimal order interpolant. 

An outline of the paper is as follows. In §2 we detail the requirements for an ex­
plicit mesh, and in §3 we describe some ways to generate such a mesh. In §4 we 
outline the derivation of the estimate (6) for the discontinuous Galerkin method. Fi­
nally, in §5, we briefly consider a pair of continuous explicit finite element methods 
for (1 )-(2), which work well for the simplest case n c Rl, but have significant short­
comings when generalized to higher dimension. 

2 Requirements for explicitness 

To elucidate the domain of dependence properties of (1), we consider the homoge­
neous equation 

LOU = 0, 
{} N {} 

£o=-+LAi -
at i=l {}Xi 

in a generic polyhedral element K in the interior of the space-time domain. Integrat­
ing against u, we get 

1 uTMu=O, 
Jr(K) 

N 

M = ntI + LniAi. 
i=l 

(7) 

We require that M be definite on each face of r(K). This will be the case if K can 

be chosen so that II L:~l niA II < Inti on r(K). A sufficient condition for this is 

In:!: I < 1 
Inti - v'NmaxiliAill· 

(8) 
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The sign of nt will then indicate the inflow and outflow portions of r(K), and the 
flow direction will be that of increasing t. We also require the inflow and outflow 
portions of r (K) to be connected; otherwise explicit development of a solution will 
not be possible. 

Assuming M is definite on each face of r(K), we may recast (7) as 

{ uTMu = ( uT(-M)u, 
J rout(K) J 11.(K) 

where rout(K) (l1n(K» denotes the portion of r(K) where M (-M) is positive 
definite. Applying (3), 

lul~ (K) :'S C,-l (max IIMII) lul~ (K)· 
out 11. (K) • i. 

Thus u == 0 on I1n(K) implies u == 0 on rout(K). Now for an arbitrary point 
(x*, t*) E K, we may construct a smaller polyhedral element K' c K such that 
I1n(K') c I1n(K) and (x*, t*) E rout(K'). Integrating against u over K', we infer 
that u(x*, t*) = 0 if u == 0 on I1n(K). Thus u == 0 on I1n(K) implies u == 0 
througHout K. 

In a similar way, we may obtain a local stability result for a discrete model of (1). 
Suppose 

.cOUh = fh in K, 

where Uh E Sh(K) is given on I1n(K). Reasoning as before, we conclude that if 
!h == 0 in K and Uh == 0 on I1n(K), then Uh == 0 in K. Since Uh in K may be re­
garded as the solution of a linear algebraic system with data fh and Uh on I1n (K), we 
infer that lIuhllK can be bounded by a linear combination of IUhll1.(K) and IIfhIlK. 
Applying the appropriate scaling, we get for this bound: 

Equivalently, for any Vh E Sh(K). 

(9) 

We will use this bound later. 
We briefly consider the wave equation example. Here 

whose eigenvalues are >. = nt, nt±Jnr + n~ = nt±lnxl. Thus Mwill be definite 
if Inxl < Inti· Condition (8) is more restrictive: Inxl :'S Intl/v2. 
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3 Mesh construction 

We now consider the problem of generating an explicitly configured mesh of polyhe­
dral space-time elements for fl x [0, TJ. As our starting point, we assume an appro­
priate face-conforming mesh of elements Th is given for the spatial domain fl. Let 
Xh = {Xi} denote the nodes of T,. and N(Xi) the set of neighboring vertices that 
share a common element with Xi. The space-time mesh will be created incremen­
tally, in the direction of increasing t. Its forward extent at Xi E X at any stage in 
its development will be denoted by tmax(Xi). Each space-time element in our con­
struction will be centered about a particular Xi, will have Xi and N(Xi) as X co­
ordinates of its vertices, and will advance tmax(Xi) to its next value while leaving 
t max (Xj), j # i, unaltered. To elucidate the parallelism possibilities, we shall assign 
each spatial vertex Xi E X a "color" C(Xi) E {I, 2, ... } subject to the condition 
Xj E N(Xi) =} C(Xj) # C(Xi)' 

t 

2 I 2 I 2 I 2 

Fig. 3.Ia 
t 

2 I 2 I 2 I 2 I 2 1 

Fig. 3.Ic 

t 

2 I 2 I 2 I 2 

Fig. 3.Ih 

Fig. 3.Id 

We first consider the case fl = [0, I JeRI, with fl divided into uniform subin­
tervals of width h. As indicated in Fig. 3.1a, two colors suffice for the spatial nodes 
{ Xi}' In the first step, we may advance t max at nodes of color I to t = Llt. As­
suming Llt is chosen sufficiently small in comparison to h to ensure explicitness, 
the PDE solution can be developed concurrently in all such space-time elements cen­
tered about vertices of color 1. Ifin steps 2, 3, 4, 5, 6, 7, ... , we advance t max at nodes 
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of color 2, 2,1,1,2,2, ... to t = L1t, 2L1t, 2L1t, 3L1t, 3L1t, 4L1t, ... , respectively, we 
obtain the space-time mesh shown in Fig. 3.1a. A second alternative is to follow step 
1 above by steps 2', 3',4', 5', ... in which tmax at nodes of color 2, 1, 2, 1, ... is ad­
vanced to t = 2L1t, 3L1t, 4L1t, 5L1t, ... ,resulting in the mesh of Fig. 3.1b. This mesh 
is comprised of a single generic element, a rhombus, and is twice as efficient at "con­
suming space" as the first scheme. One could, of course, bring the solution back to 
a common t at a subsequent time if desired. 

Next suppose our spatial discretization of n = [0, 1] is nonuniform. We consider 
a simple case of a two-for-one mesh refinement in Fig 3.1 c. The space-time mesh de­
picted there results if, in steps 1,2,3,4, ... , nodes of color 1, 2,1,2, .... are advanced 
to their maximum t values consistent with explicitness, but coarse mesh nodes are 
not updated in steps 3, 4 (also 7,8, ... ). In general, one would like the frequency of 
update to vary inversely to the spatial grid size. This mesh illustrates the possibil­
ity of achieving two potentially desirable objectives: an explicit mesh, and a locally 
varying time step tailored to the degree of spatial refinement needed. (The more com­
mon, more rigid, alternative is to not have any spatial variation in time step). Another 
possible mesh generation technique would be to start with a uniform coarse mesh, 
consisting of congruent rhombuses and refine on a four-for-one basis where needed. 
Fig. 3.1d illustrates this for a case of a moving mesh. 

We now tum to the more interesting case n c R2. Suppose, initially, that our 
spatial mesh consists of equilateral triangles of side length h. This illustrated in Fig. 
3.2, where a 3-coloring of the corresponding nodes is also indicated. In analogy with 
the n c Rl case, we may, in steps 1,2,3,4,5,6, ... , advance nodes of color 1,2,3,3,2,1, 
... to t = L1t, L1t, L1t, 2L1t, 2L1t, 2L1t, .... Now, however, the elements so generated 
in each step are each unions of6 tetrahedra and have either 7 or 12 (insteps 2, 5, 8, ... ) 
faces. For this scheme Inxl/lntl :::; (2L1t)/( V3h). 

1 2 3 1 2 

Fig. 3.2 Fig. 3.3 
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A second alternative is: in steps 1,2,3,4,5,6, ... , advance nodes of color 1,2,3,1,2,3, 
... to t = L1t, 2L1t, 3L1t, 4L1t, 5L1t, 6L1t, .... For this scheme, Inxl/intl ~ 2L1tl h; 
thus the maximum time step L1t for this scheme must be smaller than the previous 
one. Overall, however, the second scheme uses fewer elements to fill a given volume 
in the space-time domain. Moreover, the second scheme uses a a single generic ele­
ment (apart from boundary effects) which is, in fact, a hexahedron with two opposite 
vertices lying along a line of constant x, parallel to the t-axis, as pictured in Fig. 3.3. 
Thus it may be viewed as a higher dimensional analog of the mesh depicted in Fig. 
3.1b. Perhaps the simplest way to generate an explicit mesh for the case n c R2 
would be use a coarse mesh of such hexahedra and then refine locally on an eight­
for-one basis as appropriate. This scheme, as well as the first one, generalize readily 
to higher dimension. 

4 Analysis 

We shall restrict our attention here to interior elements K for which r*(K) = 0 in 
(5). The more general case is dealt with in [2]. We also assume the mesh is quasiu­
niform and nondegenerate (allowing the use of inverse inequalities). 

We begin by giving a pair of identities for the bilinear form a( u, v) defined in (5). 
By integrating a( u, v) by parts, then performing some manipulations on the 110 (K) 
integrals, we get: 

a(u, V)K = -a(v, U)K + «B + B*)u, V)K + J (U-)T Mv­
Tr(K) 

- r [ulTM[vl. (10) 
In.(K) 

Taking v = u in (10), then using (3), we obtain: 

a(u,u)K = ~ J (u-?Mu- + ~ r [uf(-M)[ul 
TreK) J n.(K) 

1 + "2«B + B*)u, U)K (11) 

~ ~ t(K) (u-? Mu- + ~l[ullh.(K) + ~«B + B*)u, U)K. 

We now assume the continuous problem and its discrete counterpart have solu­
tions u and Uh, respectively, and estimate the difference between the two. From the 
derived estimate, it will follow that if the continuous problem has a solution, then 
Uh is well-defined for h sufficiently small. It will be convenient to use an interpolant 
UI E .8h(K) for u that, we assume, will give optimal order accuracy if u is suffi­
ciently smooth, i.e., 
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Subtracting a( U, Vh)K = (f, Vh)T from (4) and introducing UI, we obtain: 

(13) 

In what follows, we shall denote by J(K) the "inflow" elements to K, lying imme­
diately upstream from K. 

The basic ingredients of the error estimate for Uh are expressed in the following: 

Lemma 1. (i) The choice Vh = eh in (13) yields,for arbitrary f. > 0: 

~ 1 ((Uh - u)-{ M(uh - u)- + 21[ehll~ (K) (14) 
2 ~(K) 2 • 

:::; f. (l[ehllhn(K) + hll.coehllk) + C (1lehllk + f.-1h2n+1l1ull~+1,KUI(K») . 

(ii) The choice Vh = .cOeh in (13) yields: 

(iii) eh satisfies: 

Proof (i) By taking Vh = eh in (13), applying (10) and (11), then the Schwarz in­
equality, arithmetic-geometric mean inequality, and inverse inequalities, we get the 
following bounds: 

a(eh' eh)K 2: -21 1 (e};f Me}; + 22 I [ehlIhn(K) - Cllehllk, 
Jr(K) 

a(U-UI,eh)K=-((.coeh+Beh,U-UI)K- r [ehfM(U-UI)+) 
inn(K) 

+((B+B*) (U-UI),eh)K+ 1 ((U-UI)_)T Me}; 
Jr(K) 

- r [u - ulf M[ehl 
inn(K) 

:::; i(K) ((u - UI)_)T Me}; + f. (l[ehllhn(K) + Ilehllk + hll.coehllk) 

+Cf.-1 (h-1I1 u - ulilk + I[Uh - uIllhn(K) + I(u - uI)+lhn(K»)' 

Combining these bounds, then completing the square on the T(K) integral, we get 
(14) 
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(ii) Using similar techniques, for Vh = £Oeh in (13), we get: 

a(eh,£oeh)K = (£Oeh + Beh, £Oeh)K - r [ehf M(£Oeh)+ 
J Il.(K) 

~ lI£oehll~ -IIBlillehllK II£oehilK - Cl[ehlIIl.(K) II£~IIK 

;::: ~11£oehll~ - C(llehll~ + h-1I[ehll~.(K))' 
a(u - UI, £Oeh)K = (£(u - UI), £Oeh)K - ( [u - uI1T M(£Oeh)+ 

JIl.(K) 

II£oehilK :s; Cllu - uIII1,K II£OehIlK + CI[u - ulliIl.(K) vTi 

:s; ~ II£Oehll~ + C (Ilu - uIIII,K + h-11[u - UI11~.(K») . 

The result of these bounds is (15) 
(iii) We may provide for a jump discontinuity in Vh across I1n(K) in (9) by writ­

ing IvtIIl.(K) :s; Iv;;IIl.(K) + I [vhlIIl.(K). Applying the resulting bound to Uh, we 
get (16) 

Multiplying (14)-(16) by 1, f.J,h, v, respectively, then adding, then applying the 
bound leh"IIln(K) :s; I(Uh - u)-IIl.(K) + Chn+1/21Iulln+1,I(K), gives: 

~ 1 ((Uh - u)-{ M(Uh - u)- + (t - € - Cf.J, - Cvh)lehll~.(K) 
2 Tr(K) 2 

+(f.J,h - €h - Cvh2)II£oehll~ + (v - C - Cf.J,h)lIehll~ 

:s; C (hl(Uh - u)-I~.(K) + (1 + €-1)h 2n+1llu lI;+1,KUI(K»). 

Wenexttake f.J, < ')'/4Ctoallowcoercivityofl[ehll~n(K)' then take v> Cf.J,h+C+ 
1 to coerce lIehll~, then choose € small enough to coerce I [ehll~n(K) and II£oehll~ 
for h sufficiently small. We can write the result as follows: 

Lemma 2. There exist positive constants ')'1 and ')'2 such that/or h sufficiently small, 

1 ((Uh - u)_)T M(Uh - u)- + Ilehll~ + ')'ll[ehllh,(K) + ')'2hll£oehll~ 
Tr(K) 

:s; C (hl(Uh - u)-I~n(K) + h2n+1llulI~+1,KuI(K)) . (17) 

Assuming sufficient smoothness in U and applying this bound over all K C [h 
then yields (3)(cf. [2]). 
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5 Continuous explicit finite element methods 

We briefly consider the possibility of explicitly generating a continuous finite ele­
ment method over an appropriate mesh. The generic form of such a method is 

Uh E Sh(K} 
(£'Uh,Vh}K = (/,vh}K, 

Here Th (K) must have dimension less than that of Sh (K) because Uh will already 
be known on rin(K} at the time when it is to.be computed in K. A potential ad­
vantage of a continuous method is the smaller number of degrees of freedom in Uh, 
hence fewer unknowns to be solved for. 

We first mention a method [9] which can be applied over a mesh of triangles like 
that depicted in Fig. 3.1a. 

Uh E Pn{K} 
all Vh E Pn-p(K) (K). (18) 

Here Pn consists of polynomials of total degree ~ nand p{K) denotes the number 
of inflow sides that K has (either one or two). This method typically gives 0 (h n+ 1 ) 

convergence, like the discontinuous Galerkin method; an analysis appears in [3]. 
The method (18) extends directly to higher dimension over simplices K. For the 

case il C R2, the elements are tetrahedra which may have either 1, 2, or 3 inflow 
faces (i.e., p{ K) = 1, 2 or 3). Thus there are three possible test spaces for (18), and, 
not surprisingly, no analysis. In addition, n must be at least 2 (otherwise two of the 
three possible test spaces in (18) will be void), and an explicit tetrahedral mesh seems 
impractical to construct and manage. Thus (18) does not look promising for N ~ 2. 

We also mention a continuous method for il C Rl due to Winther [10], which 
can be applied over a mesh of parallelograms like that depicted in Fig. 3.1 b. It is: 

Uh E IIn{K) 
{£.Uh, Vh)K = (I, Vh)K, all Vh E IIn-1(K). (19) 

Here II n {K} is a tensor product space of polynomials of degree ~ n in coordinates 
~, rJ aligned with the parallelogram sides. Optimal order error estimates are derived 
in [10]. This method, too, extends immediately to higher dimension. However, a sim­
ple calculation reveals that for the simplest case of ( 1), 'Ut = 0, in two space dimen­
sions and time, with n = 1 (linear approximation), (19) has an algebraic instability 
arising from a nondecaying spurious root of multiplicity 2. This casts doubt on the 
usefullness of (19) for N 2': 2. 

By contrast, the discontinuous Galerkin method is stable regardless of N and 
very flexible in terms of applicability. 
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Abstract. We develop the error analysis for the hp-version of a discontinuous fi­
nite element approximation to· second-order partial differential equations with non­
negative characteristic form. This class of equations includes classical examples of 
second-order elliptic and parabolic equations, first-order hyperbolic equations, as 
well as equations of mixed type. We establish an a priori error bound for the method 
which is of optimal order in the mesh size h and 1 order less than optimal in the 
polynomial degree p. In the particular case of a first-order hyperbolic equation the 
error bound is optimal in h and 1/2 an order less than optimal in p. 

1 Introduction 

Discontinuous Galerkin Finite Element Methods (DGFEM) were introduced 
over quarter of a century ago for the numerical solution of first-order hyper­
bolic problems [14,11] and as nonstandard techniques for the approximation 
of second-order elliptic equations [12] (see also [13] for a historical survey). 
Although subsequently much of the research in the field of numerical anal­
ysis of partial differential equations has concentrated on the development 
and the analysis of conforming finite element methods for self-adjoint el­
liptic problems, stabilised continuous finite element methods for convection­
diffusion equations, and finite difference and finite volume methods for hyper­
bolic problems, recent years have witnessed renewed interest in discontinuous 
schemes. This paradigm shift was stimulated by several factors: the desire to 
handle, within the finite element framework, nonlinear hyperbolic problems 
(see [6] and [7]) which are known to exhibit discontinuous solutions even when 
the data are perfectly smooth; the need to treat convection-dominated diffu­
sion problems without excessive numerical stabilisation; the computational 
convenience of discontinuous finite element methods due to a large degree 
of locality; and the necessity to accommodate high-order hp-adaptive finite 
element discretisations in a flexible manner (see [5]). 

The aim of this paper is to extend the error analysis of the hp-DGFEM, 
developed in our earlier work [8] for first-order hyperbolic equations, to gen­
eral second-order partial differential equations with nonnegative character­
istic form. In [8] an error bound, optimal both in terms of the local mesh 

* E. Siili and P. Houston acknowledge the financial support of the EPSRC (Grant 
GR/K76221). 
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size h and the local polynomial degree p, was derived for the hp-DGFEM 
supplemented by a streamline-diffusion type stabilisation involving a stabil­
isation parameter 6 of size hlp. Here, we focus on the more subtle situation 
when 6 = 0, corresponding to no stabilisation. By exploiting theoretical tools 
similar to those in [8], we derive an error bound for the resulting scheme that 
is of optimal order in terms of the mesh size h and 1 order less than optimal 
in the polynomial degree p. For convection-dominated diffusion equatiQns, 
suboptimality in p is compensated by the fact that the leading term in the 
error bound is multiplied by a small number, proportional to the square root 
of the norm of the diffusion matrix. Indeed, in the case of a first-order hy­
perbolic equation, our error bound collapses to one that is h-optimal, with a 
loss of only 1/2 an order in p. The approximation technique adopted in the 
present paper involves a discontinuity-penalisation device based on the ideas 
of Nitsche [12], Wheeler [18] and Arnold [1], albeit with a slight (but im­
portant) modification which permits us to pass to the hyperbolic limit with 
inactive discontinuity-penalisation. The error analysis of the hp-DGFEM dis­
cretisation considered here can also be viewed as an extension of the work of 
Baumann [3], Oden, Babuska and Baumann [13], and Riviere and Wheeler 
[15] for a self-adjoint elliptic problem. 

2 Model Problem and Discretisation 

Given that n is a bounded Lipschitz domain in JRd, d ~ 2, we consider the 
linear second-order partial differential equation 

d d 

.cu == - 2: 8j (aij(x) 8iu) + 2: bi(x) 8iU + c(x)u = f(x) , (1) 
i,j=1 ;=1 

where f is a real-valued function belonging to L2(n), and the real-valued 
coefficients a, b, c have the following properties: 

a(x) = {aij(Xnf,j=l E LOO(n):i~ , 
(2) 

We shall suppose throughout that the characteristic form associated with the 
principal part of the differential operator .c is nonnegativej namely, 

e a(x)e ~ 0 'r/e E JRd and a.e. x EO. (3) 

For simplicity, we shall assume that the entries of the matrix a are piecewise 
continuous on OJ this hypothesis is sufficiently general to cover most situa­
tions of practical relevance. Let ",(x) = {Jli(xn1=1 denote the unit outward 
normal vector to r = 8n at x E r and define the following subsets of r: 

ro = {x E r: ",Ta(x)J.& > O} , 

r_ = {x E r\ro: b· '" < O} and r+ = {x E r\ro: b· J.& ~ O} 
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The sets r Of will be referred to as the inflow and outflow boundary, respec­
tively. With these definitions we have that r = ro u r_ u r+. We shall 
further decompose ro into two connected parts, ro and rN, and supplement 
the partial differential equation (1) with the following boundary conditions: 

u=go onroUr_ and ,."Ta"u=gNonrN. (4) 

We note that (1), (4) includes a range of physically relevant problems, such 
as the mixed boundary value problem for an elliptic equation corresponding 
to the case when (3) holds with strict inequality, as well as the case of a linear 
transport problem associated with the choice of a == 0 on n. Our aim here is 
to develop, in a unified manner, the a priori error analysis of the hp-version 
of a discontinuous finite element approximation to (1), (4). 

2.1 Finite element spaces 

Let T be a subdivision of {} into open element domains ,. such that ti = 
U"eT~. We shall assume that the family of subdivisions T is shape regular 
and that each ,. E T is a smooth bijective image of a fixed master element 
fi., that is, ,. = F,,(fi.) for all ,. E T where fi. is either the open unit simplex or 
the open unit hypercube in JRd. For an integer r;?: 1, we denote by 1'r(fi.) the 
set of polynomials of total degree < r on fi.j when fi. is the unit hypercube, we 
also consider Qr(fi.), the set of all tensor-product polynomials of degree < r 
in each coordinate direction. Thus, to ,. E T we assign an integer PI< ;?: 1, 
collect the p" and F" in the vectors p = {PI< : ,. E T} and F = {FI< : ,. E T}, 
respectively, and consider the finite element space 

where 1l is either l' or Q. Given the subdivision T and s > 0, the associated 
broken Sobolev space H'({}, T) is defined by 

H'({}, T) = II H'(,.) = {u E L2({}) : ul" E H'(,.) 'V,. E T} . 
"eT 

In the next section, we formulate the hp-DG FEM approximation of (1), (4). 

2.2 The numerical method 

Discretisation of the Low-Order Terms. Let us begin by considering the first­
order partial differential operator Lb defined by 

Given that,. is an element in the partition T, we denote by 8,. the union of 
open faces of ,.. This is non-standard notation in that 8,. is a subset of the 
boundary of ,.. Let z E 8,. and suppose that "'( z) denotes the unit outward 
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normal vector to 8/C at x. With these conventions, we define the inflow and 
outflow parts of 8/C, respectively, by 

For each v E Hl(n, T) and any /C E T, we denote by v+ the interior trace of 
von 8/C (the trace taken from within /C). Now consider an element /C such that 
the set 8_/C\r_ is nonemptYj then for each x E 8_/C\r_ (with the exception 
of a set of (d - 1 )-dimensional measure zero) there exists a unique element 
/C', depending on the choice of x, such that x E 8+/C'. If 8_/C\r_ is nonempty 
for some /C E T, then we can also define the outer trace v- of von IL/C\r_ 
relative to /C as the inner trace v+ relative to those elements /C' for which 
8+/C' has intersection with IL/C\r_ of positive (d - 1)-dimensional measure. 
Further, we introduce the oriented jump of v across 8_/C\r_: 

Supposing that v, wE Hl(n, T), we define, as in [10], for example, 

Bb(W, v) = L 1 (CbW)V dx (5) 
K.eT K. 

- L f (b ·1')lwJ v+ ds - L f (b .I')w+ v+ ds , 
K.eTJILK.\r- K.eTJILK.nr-

and we put 

Discretisation of the Leading Term. Let us suppose that the elements in 
the partition have been numbered in a certain way, regardless of the flow 
direction. We denote by £ the set of element interfaces (edges for d = 2 or 
faces for d = 3) associated with the subdivision T. Since hanging nodes are 
permitted in the DGFEM, £ will be understood to consist of the smallest 
interfaces in 8/C. With this notation, let lint denote the union of all interfaces 
e E £. Given that e E £, there exist indices i and j such that i > j and /Ci 
and /C; share the interface ej we define the (numbering-dependent) jump of 
v E Hl(n, T) across e and the mean value of von e, respectively, by 

We note that, in general, [v] is distinct from lvJ in that the latter depends 
on the sign of the normal flux on an element boundary, while the former is 
only dependent on the element numbering. With each face e E £ we associate 
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the normal vector v which points from lei to lej; on boundary faces, we put 
v = 1-'. Finally, we introduce, as in [13], the bilinear form 

Ba(w, v) = L f a(x)'Vw·'Vvdz+ f {w«a'Vv).v)-«a'Vw)·v)v}ds 
"eTi" iro 
+ lint ([w](a'Vv)· v} - (a'Vw) . v}[v]} ds , (6) 

associated with the principal part of the partial differential operator C, and 
the linear functional 

la(v) = f go«a'Vv)· v) ds + f gNV ds . iro irN 
Discontinuity-Penalisation Term. Let a = lIalb, with II . 112 denoting the 
matrix norm subordinate to the 12 vector norm on IRd, and let ale = al". To 
each e in C which is a common face of elements lei and Ie; in T we assign 
the nonnegative function (ap2}e = (p~ia"i Ie + p~ialei le)/2. Letting Co denote 
the set of all faces contained in ro, to each e E ro we assign the element 
Ie E T with that face and define (ap2}e = p~aJ;le. Consider the function u 
defined on rint U ro by u(z) = K(ap2}e/lel for z E e and e E C U Co, where 
lei = measd_l(e) and K is a positive constant (whose value is irrelevant for 
the present analytical study, so we put K = 1), and introduce the bilinear 
form and the linear functional, respectively, by 

B6(W, v) = f uwv ds + f u[w][v] ds , iro i nnt (7) 

We highlight the fact that since the weight-function u involves the norm of 
the matrix a, in the hyperbolic limit of a == 0 the bilinear form B 6 (·,·) and 
the linear functional l6 both vanish. This is a desirable property, since lin­
ear hyperbolic equations may possess solutions that are discontinuous across 
characteristic hypersurfaces, and penalising discontinuities across faces which 
belong to these would seem unnatural. 

It is also worth noting here that, conceptually, the bilinear form Bah .) + 
B 6 (" .) should be regarded as a single entity, rather than a sum of two separate 
bilinear forms; the same comment applies to laO + l6(')' Although more 
convenient from the point of view of the presentation, separation into Ba, la 
on the one hand and B6, l6 on the other is somewhat artificial and can only 
be justified on historical grounds (see [12,18,1]). 

Definition of the Method. Finally, we define the bilinear form BOG(', .) and 
the linear functionalloG('), respectively, by 

BoG(w, v) = Ba(w, v) + Bb(W, v) + B6(W, v) , 
lOG( v) = la( v) + lb( v) + l6( v) . 
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The hp-DGFEM approximation of (1), (4) is: find UDG E SP(D, T, F) such 
that 

BDG( UDG, v) = f DG ( v) \Iv E sP(D, T, F) . (8) 

In the next section we state the key properties of this method. Before 
we do so, however, we note that in the definitions of the bilinear forms and 
linear functionals above and in the arguments which follow it has been tacitly 
assumed that a E C(",) for each", E T, that the fluxes (a'i7u)· v and (b. ,.,,)u 
are continuous across element interfaces, and that u is continuous in an (open) 
neighbourhood of the subset of D where a is not identically equal to zero. 
If the problem under consideration violates these properties, the scheme and 
the analysis have to be modified accordingly. 

3 Analytical Results 

Our first result concerns the positivity of the bilinear form BDG (., .) and the 
existence and uniqueness of a solution to (8). 

Theorem 1. Suppose that, in addition to the conditions (2) and (9), the 
function "y == c - ~'i7 . b is nonnegative on fl. Then, 

Illwlll~G == BDG(W, w) = D + L Elt + ~ L Fit , (9) 
ItET ItET 

where 

with Va denoting the (nonnegative) square-root of the matrix a, and (J" as 
in the definition of the discontinuity-penalisation. Furthermore, given that 
either a is positive definite or"Y > 0 on each element", in the partition T, 
the hp-DGFEM (8) has a unique solution UDG in sP(D, T, F). 

Proof. We begin by proving (9). First, we note that, trivially, 

Further, as (b· 'i7w)w = ~b. 'i7(w2), after integration by parts we have that 
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Finally, we observe that 

Ba(w,w) = L IIv'a(x)V'w(xWdx 
"'ET '" 

Upon adding these three identities, we arrive at (9). 
To complete the proof of the lemma, we note that if either a is positive 

definite or , > 0 on each element Ib in the partition T, then BDG ( w, w) > 0 for 
all w in SP(Q, T, F) \ {O}, and hence we deduce the uniqueness of the solution 
UDG. Further, since the linear space sP(Q, T, F) is finite-dimensional, the 
existence of the solution to (8) follows from the fact that its homogeneous 
counterpart has the unique solution UDG == O. 0 

Our second result provides a bound on the discretisation error. For sim­
plicity, we shall assume that the entries of the matrix a are constant on each 
element Ib E T (with possible discontinuities across faces e E £) and b is a 
constant vector. We require the following approximation result [2,16]. 

Lemma 2. Suppose that U E HkK(Ib), k", 2: 0, Ib E T, and let Ihpu de­
note the orthogonal projection of U in L2(Q) onto the finite element space 
SP(Q, T, F). Then, there exists a constant C dependent on k", and the angle 
condition of Ib, but independent of u, h", = diam(lb) and p"" such that 

(10) 

where T", = min(p"" k",), Ib E T. 

Next, we state our main result, regarding the accuracy ofthe method (8). 

Theorem 3. Assume that there exists a positive constant ,0 such that, 2: ,0 
on each element Ib in the partition T. Then, assuming that U E HkK (Ib), 
k", 2: 2, for Ib E T, the solution UDG E sP(Q, T, F) of (8) obeys the error 
bound 

h2(TI<-1) h2(TK -1/2) 

Illu - uDGIII~G S C L (a", ;(k,,-2) + b "'2(k,,-1) ) lIulI~k"(",), (11) 
"'ET p", p", 

where T", = min(p"" k",) and b is the 12 vector norm of b. 

Proof. Let us decompose e = U - UDG as e = 71 + e where 71 = U - Ihpu, 
e = IIhpu - UDG, and IIhp is as in Lemma 2. Then, by virtue of Theorem 1, 

Illelll~G = BDG(e,e) = BDG(e - 71,e) = -BDG(71,e) , 

where we have used the Galerkin orthogonality property: BDG(U-UDG,e) = 0 
which follows from (8) with v = e and the definition of the boundary value 
problem (1), (4), given the assumed smoothness of u. Thus, we deduce that 
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Now, from (7) we have that 

(12) 

As V . b = 0 on each " E T, after integration by parts, we obtain 

Bb(TJ,e) = L 'CTJedz- L 'TJ(b.Ve)dz+ L' (b·p)TJ+e+ds 
K. JK. K.ET JK. K.ET J8+K.nr+ 

+ L' (b. p)TJ+e+ ds + L ' (b. p)TJ-e+ ds . (13) 
K.ET J8+K.\r+ K.ET J8_K.\r_ 

Denoting by S4 + S5 the sum of the last two (of the five) terms in (13), we 
find, after shifting the 'indices' in the summation in S4, that 

I 5.+ 58 I ~ ; (1._ .\r _ lb· "lIq -I' dB )'12 (1._",,_ lb· "Il eJ' dB )'1' 
Also, since b is a constant vector, iK. TJ(b. Ve) dz = O. Thus, (13) yields 

IBb(TJ,e)1 ~ ClllelllDG (IITJII1~(n) + L ' lb· p1ITJ+12 ds 
, K.ET J8+K.nr+ 

+ L ' lb· p1ITJ-12 dS)1
/

2 , 
K.ET J8_K.\r_ 

where C is a positive constant, as in the statement of the theorem. 
Next, 

where 

(14) 

1== L ' aVTJ' Ve dz , II == I' {TJ«aVe)· v) - «aVTJ)' v)e}dsl ' 
K.ETJK. Jro 

Now, 

III == I'. ([TJ](aVe)· v} - (aVTJ) . v}[en dsl· Jnnt 

12 ~ IlIelllbGL Ih/aVI'JII12(K.) , 
K.ET 

2 2 "" (aK.p~ II 112 aK.hK.11 112 ) II ~ cillelllDG L..J h;:- TJ p(8K.nro) + 7 VTJ L2(8K.nro) , 
K.:8K.nro~, K. 

III2 ~ CillelllbG L (a~~~ II[TJJII12(8K.)+ a;~K.IIVTJII12(8K.») . 
K.:8K.nr=, K. 
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Collecting the bounds on the terms I, II and III gives 

IBa ('7,e)1 ~ CilleilioG (L: IIv'aV'71112(1C) 
ICET 

" (aICP~ II 112 alChlC II 112 ) + L.J --,;;; '7 P(8ICnrD) + 7 V'7 P(8ICnrD) 
1C: 8ICnro¢. IC 

+ .,.~r=1 (.~~! lI[qJllh •• ) + ·~·II17 qllh •• ») ) l/~ (15) 

The required result now follows by noting that 

Iliu - uoollloG ~ I 11'11 1I0G + IlIellloo , 
using the estimates (12), (14) and (15) to bound IIlu - uooliloo in terms 
of 111'111100 and other norms of '1, and applying Lemma 2, together with the 
Trace Inequality 

IIvlli2(e) ~ C (IIvIlL2(1C)IIVvllp(lC) + h;1Ilvlli2(1C») , v E Hl(K.), e C OK. , 

to estimate norms of '1 and V'1 over OK. n ro and OK. in terms of norms of 
over K., K. E T. The argument is fairly standard, so we omit the details. 0 

We note that in the purely hyperbolic case of a == 0 the error bound 
in Theorem 3 collapses to O(hT - 1/2/pk-l); in the DG-norm, this is optimal 
with respect to h, while in p it is 1/2 an order below the hp-optimal bound 
established in [8]. In fact, for a == 0, the error bound of Theorem 3 is identi­
cal to the p-suboptimal hp error estimate of Bey and Oden [4], except that 
there a streamline-diffusion type stabilisation was included with stabilisation 
parameter 6 = h/p2; Theorem 3 corresponds to 6 = O. 

In the case of non-constant b, (11) should be supplemented with the 
term Ibl~",oo(IC)(h2T" /p2(k,,-2»)lIull~""{II:) under the summation sign on the 
right. When alC ~ Co > 0 this additional term can be absorbed into the first 
term on the right; otherwise it degrades the error bound with respect to p. 
More generally, when streamline-diffusion stabilisation is added to (8), with 
stabilisation parameter 6 = (h/p) min (1, bh/iipS) , the bound (11) can be, 
simultaneously, extended to the case of non-constant b and sharpened to one 
that is still optimal in h, but now with only 1/2 a power of p below the 
optimal rate in the diffusive part and of optimal order in p in the advective 
part. Specifically, when b == 0, we recover the bound O(hT - 1/pk-S/2) of 
Riviere and Wheeler [15]; on the other hand, if a = 0, we arrive at the hp­
optimal error bound O(hT - 1/2/pk-l/2) of [8] in the DG-norm, proved with 
6 = hlp, which represents the direct generalisation of the optimal h-version 
bound for the DGFEM (see [9] and [10]) to the hp-version. The proof of this 
is beyond the scope of the present paper and will be delivered in [17]. For 
further developments regarding these theoretical questions for hyperbolic and 
nearly-hyperbolic problems and numerical experiments, see [8,17]. 
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A Discontinuous Galerkin Method Applied to 
Nonlinear Parabolic Equations 

Beatrice Riviere and Mary F. Wheeler 

The Center for Subsurface Modeling, TICAM, The University of Texas, Austin 
TX 78712, USA 

Abstract. Semi-discrete and a family of discrete time locally conservative Dis­
continuous Galerkin procedures are formulated for approximations to nonlinear 
parabolic equations. For the continuous time approximations a priori L 00 (L 2) and 
L 2 (HI) estimates are derived and similarly, loo (L 2 ) and 12 (HI) for the discrete time 
schemes. Spatial rates in HI and time truncation errors in L2 are optimal. 

1 Introduction 

Over the last two decades there has been a collection of papers devoted to the 
use of approximation spaces with weak continuity for finite element approx­
imations to elliptic and parabolic problems. The motivation for developing 
these methods was the flexibility afforded by local approximation spaces. 
These approaches allow meshes which are more general in their construction 
and degree of nonuniformity both in time and space than is permitted by 
the more conventional finite element methods. In general numerical meth­
ods defined for discontinuous spaces have less numerical diffusion/dispersion 
and provide more accurate local approximations for problems with rough 
solutions. Another advantage that has recently become apparent is the ap­
plication of domain decomposition algorithms for the discrete solution. 

Discontinuous Galerkin methods using interior penalties for elliptic and 
parabolic equations were first introduced by Douglas, Dupont and Wheeler 
[11],[4] and Arnold [1] in the seventies. These approaches generalize a method 
by Nitsche [6] for treating Dirichlet boundary condition by the introduction of 
penalty terms on the boundary of the domain. Applications of these methods 
to flow in porous media were presented by Douglas, Wheeler, Darlow, Kendall 
and Ewing in [5],[2]. These methods frequently referred to as interior penalty 
Galerkin schemes are not locally mass conservative. 

A new type of discontinuous Galerkin method for diffusion problems was 
introduced and analyzed by Oden, Babuska and Baumann [7]. It was shown 
that the discontinuous Galerkin method was elementwise conservative. Also, 
a priori error estimates were proven for one-dimensional problems and for 
polynomials of at least order three. Numerical experiments in higher dimen­
sion showed the robustness of the method. The authors [8],[9] have derived 
a priori and a posteriori error estimates in higher dimensions. In this pa­
per, a discontinuous Galerkin formulation for nonlinear parabolic equations 
is introduced and analyzed. 
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This paper consists of three additional sections. In §2 and §3, notation and 
problem definition and formulation of the discontinuous Galerkin method are 
described. In §4 and §5, the proofs of the error estimates in the continuous 
and discrete time setting are respectively given. Conclusions are described in 
the last section. 

2 Model problem 

Consider the nonlinear parabolic partial differential equation 

Ut - V . a(z, u)Vu = I(z, u), (z, t) En x (0,11, (1) 

with the boundary condition 

a(z, u)Vu· II = 0, (z, t) E an x (0, T], (2) 

and the initial condition 

u(z,O)=,p(z), zEn, (3) 

where n is a bounded domain in JRd. Since many of the proofs are highly 
technical, we shall restrict our attention to d = 1,2. We make several as­
sumptions: 

- For (z,p) En x R, 3 "y and "y* s.t. 0 < "Y:5 a(z,p) S "y*. 

- a, 1 are uniformly Lipschitz continuous with respect to their second vari-
able. 

- u E C2(n x [0,11) is a unique solution to (1), (2), and (3), and 
u E L2([0, 11, H8(n», Ut E L2([0, 11, H8- 1(n» for s ~ 2. 

- Vu is bounded in LOO(n x (0,11). 

(Here for X normed space and n positive integer, Ln([o, 11, X) = {f 
J; II/lIx(t)dt < oo}.) 

3 Definitions and the Discontinuous Galerkin 
procedure 

Let &h = {Eb E2 , ••. , ENh} be a subdivision of n, where Ej is a triangle 
or a quadrilateral. Let hj = diam(Ej) andh = max{hj, j = 1 .. . Nh}. We 
denote the edges of the elements by {eb e2, ... , eph' eph+l' ... , eM~} where 
ek C n,l :5 k :5 Ph ,and ek C an, Ph + 1 :5 k:5 Mh. With each edge ek , 
we associate a unit normal vector Ilk. For k > Ph, Ilk is taken to be the unit 
outward vector normal to an. 
For s ~ 0, let 
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We now define the average and the jump for 4> E H 3 (Ch), s > ~. Let 1 ::; k::; 
Ph. For ek = BE, n BEj with Ilk exterior to E;, set 

1 1 
{4>} = 2(4)IEJle~ + 2(4)IE;)Ie/c, [4>] = (4)IEJle/c - (4)IE;)Iek' 

The L2 inner product is denoted by (" .). The usual Sobolev norm on E C lRd 

and for m positive integer, is denoted by II . IIm,E' We define the following 
broken norms: 

Nh 

.4>~I~ = 2: 114>1I~,E;' 
j=l 

m4>U2«a,.B);Hm) = 1.B 1114>(·, t)lIl~dt, II4>mv>a«a,.B);Hm) = sup m4>(·, t)Wm. 
a tE(a,.B) 

Let r be a positive integer. The finite element subspace is taken to be 

Nh 

'Dr(Ch) = II Pr(Ej), 
j=l 

where Pr(Ej) denotes the set of polynomials of (total) degree less than or 
equal to r on Ej, even if Ej is a quadrilateral. We introduce the interior 
penalty term 

Ph Uk 1 
Jg(4), ¢) = 2: -I 1 [4>] [¢], 

k=l ek e~ 

where lek 1 denotes the length of ek and Uk is a real nonnegative number 
associated to the interior edge ek. 

A proof of the following lemma can be found in [8]. 

Lemma 1. Let u E H3(G), for s 2: 2 and let r 2: 2. Let a be a positive 
constant. There is u E 'Dr (Ch) interpolant ofp satisfying 

r {aY'(u - u) . Ilk} = 0, 'Vk = 1, ... , Ph 
Je/c 

hIJ 
IIu - ulloo,E; ::; C r3_1I1uIl3,E;, 'VEj, 

hIJ - 1 

1IY'(u - u)lIo,E; ::; C r s - 1 lIulls,Ej' 'VEj, 

hIJ - 2 

IIV2(u - u)lIo,E; ::; C rS_2I1ulls,Ej, 'VEj, 

hIJ 

lIu - ullo,E; ::; C r,_ll1ulls,Ejl 'VEj, 

where J1. = min(r+ 1,s). Morevoer, for ek = BEl n BE2, 

lIY'ulloo,ek ::; CIIY'ull oo ,EluE2 

(4) 

(5) 

(6) 

(7) 

(8) 

(9) 
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The Discontinuous Galerkin approximation U(., t) E Vr(£h) to the solu­
tion u of (1), (2), and (3) is defined by 

au Nh r Ph 1 
(at' v) + E I,. a(U)'V'U'V'v - E {a(U)'V'U· Vk}[V] 

j=l Ej k=l ek 

+ tl {a(U)'V'v· Vk}[U] + Jg(U, v) = r f(U)v, t > 0, v E Vr(£h), (10) 
k=l ek in 

U(·,O) = t/J, (11) 

where we have assumed for simplicity that t/J E Vr(£h). We note that if 
{Vil~l is a basis OfVr(£h) and if we write 

M 

U(x, t) = Eei(t)V;(X), 
i=l 

then (10) and (11) reduces to an initial value problem for the system of 
nonlinear ordinary differential equations 

G{ (t) = -B(e)e + F(e) 

e(O) = b. 

The matrix G is block diagonal symmetric positive definite. Since a and f 
are Lipschitz continuous, it follows from the theory of ordinary differential 
equations that e(t) exists and is unique for t > O. 

4 Continuous in time a priori error estimate 

In this section, we demonstrate optimal L2(H1) rates of convergence for con­
tinuous in time Discontinuous Galerkin approximations of at least quadratic 
order. 

Theorem 2. Let s ~ 2. There exists a constant C* independent of hand r 
such that, 

h21'-2 

~/U - ullli""«O,T);£2) + IW - ulli2«O,T);Hl) ~ C* r2&-411Iullli2«O,T),H') + 
h21'-2 

C* r23_411Iutllli2«O,T),H.-l), 

where J.t = min(r + 1, s), r ~ 2, and Uk ~ 0 if a = a(x) and Uk > 0 if 
a = a(x, u). 
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Proof- It is clear that if u is a solution of (1), (2) and (3), then u satisfies the 
formulation: 

() r Ph 1 (()~, v) + in a(u)'Vu'Vv - t; ek {a(u)'Vu - lIk}[V] 

+~1 {a(u)'Vv-lIk}[U]+Jo(U,V) = r f(u)v, 'VVE1Jr (£h)-
k=l ek in 

We obtain: 

+£:1 {a(U)'Vv-lIk}[U]+Jg(U,V) = r {)(u;u)v+ r f(u)v 
k=l ek in in 

Ph 

+ r a(u)'V(u-u)'Vv- 2:1 {a(u)'V(U-U)- lIk}[V] in k=l q 

+ f: 1 {a(u)'Vv - lId[u - u] + Jg(u - u, v) + r (a(U) - a(u))'Vu'Vv 
k=l ek in 

Ph Ph 1 - 2: 1 {(a(U) - a(u))'Vu -lIk}[V] + 2: ((a(U) - a(u))'Vv - lIk}[U]_ (12) 
k=l ek k=l ek 

Subtract (12) from (10), denote U - u = e, u - u = X, and choose v = e: 

(~;,e)+tl a(U)'Ve'Ve+Jg(e,e) =-1 ~;e+ lU(u)-f(u))e 
j=l Ej 12 12 

-1 a(u)'Vx'Ve + ~ lk {a(u)'Vx - lIk}[e] - ~ lk {a(u)'Ve - lIk}[X] 

+Jg (x, e) + Tl - T2 + T3 , (13) 

where 
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We now derive bounds for all the terms on the right-hand side of (13). The 
constants Ci are generic constants that vary but do not depend on h or r. 

I In ~; el :s; Cl (111Xt1115 + me1115), 

I In (I(U) - f(u))el :s; C2 (lllxll15 + lIIelll5), 

Nh [ 
I L if a(u)Y'xY'el:S; C3 11lY'xllolllY'elllo, 
j=l E; 

:s; :; IIIY'xll15 + €1IliY'eIll5· 

To bound the terms involving integrals on the interior edges, we first look at 
the integral on a given edge ek, and we assume that ek = BEl n BE2. We 
denote E12 == El U E2. Define a piecewise constant on each element Ej such 
that alE; = nh IE. a(u). '.1>i' J 

Define the constant Ck associated to each interior edge as follows 

By Lemma 1, we see that 

I [ {aY'x· vkHeJi = I [ {aY'x· vn}([e] - Ck)!, iek iek 
:s; lI{aYTx' vk}llo,ekll[e] - ckllo,ek' 
:s; C4 I1Y'ello,E12(IIY'xllo,E12 + hIlY'2Xllo,E12). 

Now, 

11 ((a(u) - a)Y'x' vkHeli :s; C4 1I a(u) - all oo ,E1211{Y'x' Vk}lIo,ekll[elllo,ek' ek 
But, 

So, 

lIa(u) - alloo ,E12 :s; C4 h, 

II{Y'x' Vk}lIo,ek :s; C4h- t (llY'xllo,E12 + hIIY'2Xllo,E12), 
lI[elllo,ek :s; C4h - t lIello,E12. 

11 ((a(u) - a)Y'x' vkHeli :s; C4 I1ello,E12(1IY'xllo,E12 + hIlY'2xllo,E12). 
ek 
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Summing on k, we have 

Similarly; we note that 

11" {a(u)~e ' 1I1c}[xll ~ C511{a(u)~e· IIk}IIo,e"lI[xlllo,e", 

~ C511~ello,E12(h-l"X"O,E12 + II~xllo,E12). 
Thus, by summing on k we obtain 

p" r c 
I {; }e" {a(u)~e· IIk}[xll ~ f3.~em~ + f: (h-1mxlo + .~X.O)2. 

For the linear case a = a(x), the following four terms (penalty term and 
TI , T2 , T3 ) do not appear in (13). For the nonlinear case, we observe that 

SimilaJ.'ly, we observe that 

I r ((a(u) - a(U))~u· IIkHell ~ Cs(ll~ulloo,E12)"{U - U}IIo,e"II[elllo,e", 
}e" 

~ f61::llI[e]II~,e/o + C8Ieklh-lllell~,E12 
+Cslek I(h-I"X"~ E12 + hll~xll~ E12). , , 
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Summing on k, k = 1, ... , Ph, we have 

Similarly, we have by (8) in Lemma 1 

Summing on k, k = 1, ... , Ph, we have 

Combining the above bounds for the right-hand side and choosing the fi 

small enough, we have 

where 61, 62, 63, 64 and 65 are constants independent of hand r. 
Now, we integrate with respect to time between 0 and T and obtain: 

melll~(T) + ~ IT IIIV'ell~(t)dt + ~ loT Jg(e,e) ~ l~em~(O) + C510T lIIell~ 
, c2 r 2 

+(C1 + h2') 10 Illxlllo 

+c31oT IIV'xll~ 
+C4h21T I~V'2XIII~ 
+c61T Ilxtlll~. 

Using Gronwall's inequality and the approximation results, we obtain 

The result follows by triangle inequality. o 
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5 Discrete in time Discontinuous Galerkin procedures 

Let .:1t = TIN where N is a positive integer and let tj = j.:1t. We use the 
following notation: 

gj=g(:c,tj), O~j~N, 

1 1 
gj,8 = 2'(1 + (J)gj+1 + 2'(1 - (J)gj, ° ~ j ~ N - 1, 

where (J E [0,1]. Define the norms: 

N-1 

1IIY111/00(£2) = . max Illgjmo, J==O, ... ,N 1IIY111/2(Hl) = (2: ~IV9j,8111~)t. 
j==O 

Consider the following discrete Discontinuous Galerkin procedure: 
Let {Uj}f==o be a sequence in 'Dr (£h) that satisfies: 

L Uj+~~ Uj v + L a(Uj,8)VUj,8Vv 

Ph Ph 

- L 1 {a(Uj,8)VUj,8' Vk}[V] + L 1 {a(Uj,8)VV' Vk}[Uj,8] 
k==l ek /0==1 ek (14) 

= Lf(:c,Uj,8)V+Jo(Uj,e,v), t>O, vE'Dr(£h), 

Uo = 'I/J, (15) 

where (J E [0,1]. If (J = 0, (14) yields the Crank-Nicolson Discontinuous 
Galerkin approximation; for (J = 1, (14) is a backward difference Discontinu­
ous Galerkin approximation. 

We remark that (14) and (15) have solutions (possibly non unique) if .:1t 
is sufficiently small [3] [10]. 

We have the following result on the interpolant it of u in Lemma 1. In 
particular, ~~ is the interpolant of ~~ . 

Lemma 3. 

where 
Illpj,ello ~ CdluttlllLoo ((t;,tHt);Hl) 

In the particular case () = 0, we also have 

C1 and C2 are two constants independent of u, it and r. 

(16) 
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Proof. The Taylor expansions around tj,8 yield 

, , 1 - 8 A '( ) 1 ( 1 - 8)2 A 2, ( ) 
U ·+1 = U· 8 + --LltUt t· 8 + - -- Llt Utt t· 8 J J, 2 J, 2 2 J, 

1(1-8)3A 3, (*) +6 -2- Llt Uttt t , 

, , 1 + 8 A '( ) 1 (1 + 8)2 A 2, ( ) U· = U· 8 - --LltUt t· 8 + - -- Llt Utt t· 8 J J, 2 J, 2 2 J, 

1 ( 1 + 8)3 A 3, (**) -6 -2- Llt Uttt t . 

Subtracting (18) from (17) 

where 

1((1-8)2 (1+8)2)' ( ) Pj,8 = 2 -2- - -2- Utt tj,8 

1(1-8)3A' (*) 1(1+8)3A' (**) + 6 -2 - LltUttt t + 6 -2 - LltUttt t . 

Clearly, for 8 E (0,1]' we have 

Given t, we have 

IllUttmo ~ I~Utt - Uttilio + IIIUttilio 
~ ChlllUttlh + IIIUttlllo. 

Thus, for 8 E (0,1]' we have 

For 8 = 0, we have in a similar fashion 

Illpj,9~lo ~ CLltlllutttlllu>O«tj,tH.);Hl) 
~ CLlt(h + 1)IIIUtttIIILOO((tj,tHtl;Hl). 

Theorem 4. Assume 

- Utt E Loa ([0, T]; H1(Q)); 
- For 8 = 0, Uttt E Loa ([0, T]; H1(Q)); 

(17) 

(18) 

o 

Let Uj, ° ~ j ~ N, be defined by (14) and (15) for 8 E (0,1]. Then, if Llt is 
sufficiently small, there exist C· and 6 independent of hand r such that for 
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J.L = min(r + 1, s) and Uk 2: 0 if a = a(x) and Uk > 0 if a = a(x, u), 

h21-'-2 N 

IIIU - ulll~oo(L2) + .1t-yIIIU - ulllf2(Hl) :::: c· r2S _ 4 .1t L Illujll11. 
j=O 

N-l 
'2,,", 2 

+C.1t L..J .1tIIIUtt~IL2«tj,t;+d;Hl)O 
j=O 

For () = 0, we have 

h21-'-2 N 

IIIU - umfoo (L2) + .1t-y11lU - ullf2(Hl) :::: C· r2S _ 4 .1t L IIUj 1111. 
j=O 

Proof We see that for t = tj,lJ, 0:::: j :::: N - 1 and v E'Dr(£h), 

(UH~~ uj, v) + r a(Uj,IJ)V'Uj,lJV'v - El {a(Uj,IJ)V'Uj,1J 0 Vk}[V] in k=l ek 

+El {a(Uj,IJ)V'VoVk}[Uj,lJ] = r f(x,Uj,IJ)V+ r .1tPj,IJV 
k=l ek in in 

+ l a(Uj,IJ)V'(Uj,1J - Uj,IJ)V'V + Jg(Uj,1J - Uj,lJ, v) 

Ph 

- L 1 {a(Uj,e)V'(Uj,1J - Uj,e) 0 Vk}[V] 
k=l ek 

Ph 

+ L 1 {a(Uj,IJ)V'V 0 vkl[Uj,1J - Uj,lJ] 
k=l ek 

+ in (a(Uj,lJ) - a(Uj,IJ))V'Uj,IJV'V 

Ph 

- L 1 {(a(Uj,lJ) - a(Uj,IJ))V'Uj,1J 0 Vk}[V] 
k=l ek 

Ph 

+ L 1 {(a(Uj,lJ) - a(Uj,IJ))V'V 0 Vk}[Uj,lJ] 0 

k=l ek 

(19) 
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Subtracting (19) from (14), denoting {j,9 = Uj,9 - Uj,9, Xj,9 = Uj,9 - Uj,9 and 
choosing v = {j,9: 

( {j +1 - {j (: ) 1 ( ) (: (7 ( ) ..:1t , .. j,9 + naUj,9"V"j,9'''V{j,9+JO {j,9,{j,9 = 

-In a(Uj,9)"VXj,9"V{j,9 + In (I(x, Uj,9) - I(x, Uj,9)){j,e 

Ph! Ph! + I: {a(Uj,9)"VXj,9 . IIk}[{j,e] - I: {a(Uj,9)"Vej,9' IIk}[Xj,e] 
k=l e. k=l e. 

-In ..:1tpj,e{j,9 + Jg(Xj,e,{j,9) + In (a(Uj,9) - a(Uj,9))"VUj,9"V{j,9 

Ph 
- I: { ((a(Uj,9) - a(Uj,9))"VUj,9 ' lIk}[ej,9] 

k=l Jek 

It is easy to show that we have: 

2~t(lII{j+1lll~ -lIIejlll~) ~ (eH~~ ej ,ej,e). 

By using similar arguments as in the time-continuous case, we have 

2~t (1IIej+1lll~ -lIIej III~) + ~1II"Vej,elll~ ~ (C1 + ~~ )IIIXj,911~ + C3111"VXj,9111~ 
+C4h2111"V2Xj,9111~ + C511Iej,9111~ 
+C61IXtj,9111~ + C7..:1t211Ipj,9111~· 

After some manipulation, we get 

2~t (1IIeH1111~ -lllejlll~) + ~11I"Vej,elll~ ~ (C1 + ~~)(lIIxj+1lll~ + 1IIx111~) 
+C3(III"VXH1II1~ + 111"VXjlll~) 
+C4h2(111"V2Xj+1lll~ + 111"V2Xj III~) 
+C5(llleHdll~ + lIIejlll~) + C7..:1t211Ipj.9ill~ 
+C6(III(Xt)j+1lll~ + III(Xt)jlll~)· 

Multiplying by 2..:1t and then summing for j = 0, ... , N - 1, we obtain 

N-1 N 

lIIeNIII~ -lileolll~ + ..:1t"Y I: lII"Vej,9111~ ~ C..:1t I:[(C1 + ~~HlXjlll~ + C6111(Xt)jlll~ 
j=O j=O 

+C3111"VXjlll~ + C4h2111"V2Xjlll~] 
N N 

+C5..:1t I: Illejlll~ + C7..:1t3 I: Illpj,9111~· 
j=O j=O 
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If .:1t is sufficiently small we obtain, by Gronwall's lemma, 

N-i N-i 
III{NII~ + .:1t"{ :E mV'{j,8111~ ::; CIII{ol~~ + C7.:1t3 :E I~Pj,8111~ 

j=O j=O 
N 

+C.:1t :E[(Ci + ~~)mxjlll~ + C6IHXt)jlll~ 
j=O 

+C3111V'Xjlll~ + C4h2mV'2Xjm~]· 
Using approximation properties and the choice of the initial condition, we 
get for () E (0,1]: 

For () = 0, we have 

N-i h2J.1-2 N 

III{NI~~ + 2.:1t"{:E 111V'{j,8111~::; C r2,-4 :E.:1t(~IUjmh. + 111(Ut)jllh.-l) 
j=O j=O 

N-i 
A 4'" 2 

+C.:1t L...J .:1tIIUtttIllLOO«tj,tHdiH1)' 
j=O 

o 

6 Concl usion 

A continuous time and a family of discrete time Discontinuous Galerkin pro­
cedures have been formulated for nonlinear parabolic problems. Optimal rates 
of convergence in L2(Hi) for the continuous time method and l2(Hi) were de­
rived. As far as the authors are aware, these are the first optimal Hi estiinates 
established for the DG method for parabolic problems. These estimates can 
also be extended to treat the addition of a constraint on the integral average 
of the jump on edges. Computational results are under development. 
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Abstract. We compare an iterative asynchronous parallel algorithm for the so­
lution of partial differential equations, with a synchronous algorithm, in terms of 
termination detection schemes and performance. Both algorithms are based on dis­
continuous Galerkin finite-element methods, in which the local elements provide a 
natural decomposition of the problem into computationally-independent sets. We 
demonstrate the superiority of the asynchronous algorithm over the synchronous 
one in terms of the overall execution time. Our goal is to persuade parallel develop­
ers that it is worthwhile to implement the more complex asynchronous algorithm. 

1 Introduction 

Controlling the flow of information between parallel tasks is a major problem 
in distributed applications. In the case of finite-element numerical methods 
for the solution of partial differential equations, it has a significant effect on 
the efficiency. Since these methods were originally developed for serial, single­
processor computers, substantial effort has been made to convert them into 
efficient distributed algorithms, managed by synchronous and asynchronous 
techniques. 

We present a synchronous parallel algorithm, and compare it with the 
new asynchronous algorithm introduced in [1]. Both algorithms are based on 
a combination of the following three methods: 

1. The discontinuous Galerkin method. This method is used as a divide-and­
conquer strategy, where the original problem is divided into independent 
tasks, which can easily be adapted to parallel computing. 

2. Domain Decomposition (DD) methods, enabling coarse grain parallelism. 
3. Parallel iterative synchronous and asynchronous techniques, originally 

developed for data communication networks, e.g. broadcasting. These al­
gorithms implement efficiently the above-mentioned two numerical meth­
ods into parallel computation, mainly for controlling the information flow 
between the parallel tasks and for termination detection [10] [12]. 

* Corresponding author E-mail: danaha@cs.huji.ac.il 
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2 The Numerical Methods 

The combination of the tiD and the discontinuous methods has many advan­
tages. They are fully parallelizable and efficient in load balancing, since the 
calculation procedure follows an element:'by-element iteration in each sub­
domain, thus allowing the movement of elements from one sub-domain to 
another during computation. This is especially useful in complex adaptive 
h-p meshes, in which the work load is constantly changing [9]. In this case, 
adaptation is easily implemented, since no continuity is a priori required 
between the element boundaries, which, in turn, makes it unnecessary to 
use transition elements (nonconforming meshes). Moreover, when using the 
discontinuous element-by-element method, it is not necessary to assemble 
a global matrix, and to reassemble it for every adaptive change in the mesh 
(particularly in nonlinear problems), thus making the calculation flexible and 
robust. [7]. We note that this method can be implemented on elliptic (e.g. our 
test model), parabolic and hyperbolic problems [5] with minimal changes to 
the algorithm. 

Of course, the discontinuous element-by-element method has some draw­
backs. The first one is that every "point" is calculated from many directions, 
which may be an advantage in a discontinuous problem, but not necessarily so 
in a regular, continuous one. Another drawback is having characteristics sim­
ilar to relaxation methods [11], where the convergence (in elliptic problems) 
is much slower than other, more popular, iterative methods such as gradient 
methods (peG, GMRES etc.) and the powerful Multi-grid methods [8]. Since 
our main goal is to compare the asynchronous algorithm with the synchronous 
one, and not compare convergence schemes, we did not implement alternative 
solvers. Improving the convergence of the element-by-element method may 
be accomplished by using it as a preconditioner in gradient methods or as 
one calculation phase in the Multi-grid methods. 

3 Synchronous and asynchronous methods 

In any iterative parallel algorithm, it is necessary to coordinate, to some ex­
tent, the activities of the different processors. In our case, the coordination 
is the communication of the boundary conditions between the sub-domains. 
When the processor, solving the sub-domain, depends on the results from 
its neighbouring processors in previous phases, we refer to the algorithm as 
synchronous. An asynchronous algorithm requires only that the update is 
carried out with knowledge of the results of some past update of the neigh­
bouring processes, not necessarily the most recent update. The processes are 
not required to wait for predetermined data to become available. They keep 
computing, and trying to solve the problem, with whatever data they have at 
that point in time. There is, however, a possibility that iterations performed 
on the basis of outdated information will not be effective and may even be 



Parallel Iterative Discontinuous Galerkin Finite-Element Methods 249 

counterproductive. The main difficultly with asynchronous computation is to 
devise an efficient and safe termination-detection scheme, where the global 
termination is "detected based on the local termination conditions at the pro­
cesses. We use a scheme that is based on Dijkstra's termination detection 
algorithm [6], originally developed for data communication networks, e.g., 
broadcasting. 

When comparing the synchronous and asynchronous schemes, we find 
that the overall execution time is substantially reduced in the asynchronous 
implementation. This may be accounted for by several reasons: In the case of 
a synchronous algorithm, the timing of operations at each processor is com­
pletely determined and is enforced by the synchronizer. The efficiency of the 
calculation is affected by the idle time spent waiting for processes with differ­
ing work loads to catch up with one another. However, in the asynchronous 
algorithm, the time and order in which the processes are computing, re­
ceiving, and transmitting messages vary widely, since the processes are not 
required to wait for predetermined data to become available. Although this 
causes the communication requirements to exceed those of the synchronous 
algorithm, it allows much more flexibility in the use of information, causing 
the efficient computation of the asynchronous scheme. 

4 Parallel implementation and termination detection 

The implementation of the parallel strategy is as follows: A process is spawned 
for computing each sub-domain. A communication phase follows, where each 
process sends (and receives) the interface sub-domain boundary values to 
its nearest neighbours. In the asynchroIious scheme, all processes are equal, 
forming a one-level hierarchy. This equality eliminates the bottlenecks en­
countered in the synchronous master-slave type models, where the scalability 
is bound by the special role of the master process. 

The termination detection scheme is based on Dijkstra's termination de­
tection algorithm [6], where a process may be in one of two states: active, 
or inactive, and each message is acknowledged with an ack message by the 
receiver. 

In the active state, the process is in its computation and communication 
phase. In the inactive state, the process can only receive messages. When a 
message is received from one of the neighbours, the process becomes active. 
Until the process enters the inactive state, the message is called the critical 
message, and the sending process is called the parent. 

An active process becomes inactive when the local termination condition 
is satisfied, the process has transmitted prior to that time an ack for each 
message it had received, except for the critical message, and had received an 
ack for each message that it had transmitted. 

Initially one of the processes, named the initiator, is active, while all the 
other processes are inactive. Since in our implementation all processes are 
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equal, forming a one-level hierarchy, the initiator is arbitrarily chosen to be 
the first process spawned. Global termination occurs as soon as the initiator 
becomes inactive. 

Fig. 1 depicts the pseudo-code of each of the parallel processes in the 
asynchronous scheme. 

work is the iterative procedure, performing the calculation phase. It starts 
with a zero uniform initial guess, and ends when either the error is smaller 
than f, or the number of iterations has reached a maximum number. The error 
is defined as: error = mazluk - uk-11-(infinity norm), where uk corresponds 
to the solution at the k-th iteration. 

sand_domain_bcO: Sends boundary conditions to all neighbouring domains. 

blocking_racai va (): Receives messages from the neighbouring domains. 

ACTIVE = ( ae .... initiator) /* Initially, only the initiator is ACTIVE */ 
do{ 

if ( ACTIVE ) { 
do{ 

converged - vorkO ; /* Performs the calculation phase */ 
if ( no. of processes> 1 ){ 

send~o.ainJbc() ; 
blocking~eceive() ; 

} 
} while ( not converged or ACK_counter !. 0 ); 
send ACK with CRITICAL message to PARERT 
ACTIVE - FALSE ; 

} /* end of ACTIVE state */ 
else{ /* INACTIVE state */ 

inactivej)locking~eceive() 

ACTIVE • TRUE ; 
} /* end of INACTIVE state */ 

} while (not TERIIIlIATE) ; 

Fig. 1. Pseudo-code of the asynchronous scheme. 

For the synchronous termination detection scheme we choose a straight­
forward global synchronizer, which is accomplished by using a master-slave 
paradigm. The master controls the global phase propagation by waiting until 
local termination condition is satisfied in all the slave processes and the com­
munication with all neighbours has ended, before going on to the next phase. 
Global termination is detected by the master, and a notification is sent to all 
slaves. 
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5 Performance 

This section compares the performance of the synchronous parallel algorithm 
with the asynchronous algorithm. Computations were done on a 2D elliptic 
test problem with 10000 elements. We used a simple-structured mesh topol­
ogy with linear elements of variable size, although our implementation allowed 
a variable spectral element order. 

5.1 The MOSIX cluster computing system 

The implementation and numerical experiments of the presented algorithms 
were performed on the MOSIX [2] system, which is an enhancement ofLINUX 
for cluster computing [3],[4]. The MOSIX system is designed to respond to 
variations in the resource usage among the PC's (nodes), by migrating pro­
cesses from one node to another, preemptively and transparently, for load­
balancing and memory sharing. Our system consists of almost 100 Pentium 
200-400MHz nodes that are connected by Ethernet and the Myrinet LANs, 
creating a powerful multi-user time-sharing parallel environment. 

5.2 The model problem 

Consider a scalar, first order mixed elliptic equation system, with mixed 
Dirichlet and Neumann type boundary conditions, 

-V·(p)=! 
p= aVu 

III n, 
III n, 

u = u on {)nu, and p = p on {)np. 

(1) 

Partitioning n into a finite number of regularly-shaped elements ne , mul­
tiplying Eq. (1) by appropriate test functions, and integrating over these 
subintervals, yields the following discontinuous Galerkin formulation of Eq. 
(1): 

[ [(p-aVu)8p+(-V·p- f)8u] dne+ 1 (u-u)8p ds+ 1 (p-p)8u ds = o. k. hn: hn; 
(2) 

The boundary integrals are used as jump-conditions for the vectors u and p, 
thus applying the discontinuities on the inter-element boundaries. The vec­
tors u and p are either the nodal values on the interface of the neighbouring 
elements, or the global boundary conditions for elements on the global bound­
ary. Substituting base functions into Eq. (2) leads to a set of linear equations 
that are solved in each element, to obtain the nodal values of u and p. 
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5.3 Experimental results 

We solved Eq. (1) with the following boundary conditions and parameters: 

u(O, y) = p(x, 1) = p(x, 0) = 0.0 jp(l, y) = 1.0 ;I(x) = 1.0 + 1.0 x, a = 1.0 (3) 

Let the true error be defined as the difference between the analytic and the 
numerical solutions of the test problem. The executions were performed on 
a 10 000 (100x 100) element problem. In all cases, the maximal displacement 
(u) true error was 0.0039, and the maximal flux (p) true error was 0.0033. 
All the executions were performed on a 25 (identical) node MOSIX system. 

SPEEDUP va. No. of PROCESSES 
14r-----_r--------r_----~_r--------r_------_, 

12 

10 

2 

ASYNC. 10000 alam. -+­
SYNC. 10000 alam. -}(----

.' 

0L------L5--------1~0--------1~5--------~~-------J~-

No. 01 Processes 

Fig. 2. Speedup vs. number of processes 

Scalability is measured using the speedup parameter, defined as the ratio 
between the measured time of one process and the measured time of a number 
of processes. The speedups obtained for the executions of the asynchronous 
and synchronous parallel algorithms are shown in Fig. 2. It can be seen from 
the figure that the speedup for a small number of processes is almost linear, 
and that it decreases with the increase of the number of processes for both 
algorithms. This is attributed to the decrease in the granularity of each of 
the sub-domains. At approximately 25 processes, the speedup is reduced to 
a point where the execution time is of the same order of magnitude as the 
total overhead. Overhead consists of communication overhead, plus the time 
required for initializing the problem and performing the garbage collection 
at the end of the calculation. For larger problems, where the granularity is 
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sufficiently coarse, this break-point occurs at a higher number of processes, 
and for smaller problems break-point occurs at a lower number of processes. 

Fig. 2 also shows that the asynchronous algorithm is more efficient than 
the synchronous one for all number of processes, as predicted in section 3. 

6 Conclusions 

We have presented a parallel implementation of the discontinuous finite­
element method, using asynchronous and synchronous parallel methods. Our 
numerical experiments were performed on the MOSIX cluster computing sys­
tem, and used a 2D elliptic partial-differential equation as a model-problem. 
Results demonstrate the superiority of the asynchronous algorithm over the 
synchronous one in terms of the overall execution time. Results also show 
that the algorithms appear to be a powerful tool for achieving high parallel 
efficiencies. They scale up well and yield good speedups, for coarse granularity 
cases. 
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Abstract. We present a class of numerical schemes for the numerical integration of 
first order Hamilton Jacobi equations. The method can be considered as Discontin­
uous Galerkin scheme, the viscosity solution is directly adapted into the numerical 
scheme, contrary to other authors. 

1 Introduction 

We are interested in computing the numerical solution of Cauchy problem 
for the first order Hamilton Jacobi equation : 

Ut + H(z, V'u) = 0, u(z, 0) = uo(z), z E ~2, U : ~2 x ~+ _ ~ (1) 

In (1), the Hamiltonian H is uniformly continuous on ~2. The solution 
u is considered in the viscosity sense [5,7]. The initial condition Uo lies in 
BUC(~2), the set of bounded, uniformly continuous functions defined in ~2. 
The viscosity solution u is in BUC(~2 x [0, T[), the set of bounded, uniformly 
continuous functions defined in ~2 x [0, T[ for any T > 0. 

The discretization of (1) has already been considered when the computa­
tional domain is discretized by a Cartesian mesh [6] and a triangular mesh [3] 
but in both cases, the schemes were first order accurate. High order in space 
and time schemes are also described in an ENO way [1,9] but on Cartesian 
meshes. In [8] a Discontinous Galerkin scheme is developed. It uses a formal 
analogy between some conservation laws and Hamilton Jacobi equations. 

In many applications (Geometrical Optics, Shape deformations, Mesh 
generation), it is natural to approximate (1) on unstructured meshes. Many 
times, the question of accuray is important. 

In the present paper, we propose a technique between DGM and ENO 
methods. We are looking for an approximation of the solution of (1) where : 

1. Uo is a piecewise polynomial JP>I:, continuous function, 
2. un+1 is a JP>I: function computed from un by first, solving the Cauchy 

problem (1) with a JP>I: interpolant of un as initial condition and second, 
projecting the exact solution onto JP>I:. 

* Research was supported in part by SNPE and CNES 
** augoula@math.u-bordeaux.fr 

* * * abgrall@math.u-bordeaux.fr 
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The paper is organized as follows. In section 2, we give some properties of 
the exact evolution operator of (1) which allows us to construct a numerical 
Hamiltonian for a convex or concave H. In section 3, we build an approxi­
mation of the viscosity solution of one dimensional Cauchy problem related 
to (1). A natural extension to the two dimensional case for triangular meshes 
and p2 Lagrange interpolant follows in section 4. Numerical examples are 
provided in section 5 to illustrate the method. In particular we will observe 
stability, monotonicity and the expected accuracy is also reached. 

2 Preparation 

2.1 The Hopf formulas 

For a convex (resp. concave) function "p, one defines its Legendre transform, 
"p*(p) = sUPYElIl~ {p.y - "p(y)} , resp. "p*(p) = infYElIl~ {-p.y - "p(y)} , 'Vp E 
~2. 

An analytical expression of the solution of (1) is given in [4] for the par­
ticular case where Uo is uniformly continuous and : 

- for convex Hamiltonian, 

u(z, t) = inf {uo(y) + tH*(z - y)} for all z E ~2 (2) 
yEB2 t 

- for a concave Hamiltonian, u(z, t) = sUPYElIl~ {uo(y) + tH*(TLT)} for all 
z E~2 

Equation (2) gives an analytical formula for the evolution operator associated 
to (1). It has the following properties. Recall that for any a E ~, a+ = 
max(a, 0) and a- = min(a, 0), lal = a+ - a-. 

Proposition 1. (Crandall-Lions) 
Let uo and vo be two uniformly continuous, uniformly Lipschitz function on 
~2. We denote by u and v the solutions of (1) with the initial conditions uo 
and vo. For any time t > 0, the evolution operator Set) : Uo 1-+ u(., t) has 
the following properties : 

1. II(S(t)uo - S(t)vo)+lIoo ~ lI(uo - vo)+lIoo, 
2. IIS(t)uo - S(t)volloo ~ lIuo - volloo l 

3. if L' a Lipschitz constant foruo, then it is a Lipschitz constant for S(t)uo, 
4. infYE1Il2 {uo(y) - tH(O)} ~ S(t)uo(z) ~ sUPYEB~ {uo(y) - tH(O)} for any 

z E~2 . 
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2.2 The Cone of Dependence 

To evaluate expressions like (2) it is interesting to reduce the minimization 
domain each time it is possible. We recall another property of the exact evo­
lution operator S defined above due to Crandall-Lions in [5]. 

Proposition 2. 
Let Ua, Va E BUC(]R2). Let u, V E BUC(]R2 X [0, T[) be solutions of (1) 

on QT = ]R2 X [0, T[ with the initial conditions Ua and Va. Let L a Lips­
chitz constant for H (x, p) in p. Let R a given positive real such that Ua == 

- 1 R - -Va on B(O, R) . Then, for all t < L' u(., t) = v(., t) on B(O, R - Lt). 

We see that u(x, t) depends on Ua in B(O, R) only if R- Lt > 0 i.e t < ¥. 
Then one can write the expression (2) as follows : if Ua E BUC(]R2) then 
for all Xa E JR2, u(x,t) = infYEB(xo,R) {ua(y) +tH*(9)}, 'Vx E B(xa,R­
Lt), 'Vt < ¥. 
The main advantage of this formulation is that we can construct a numerical 
scheme based on the exact evolution operator S as it has been shown in [3] for 
the specifical case of piecewise linear and continuous data. The next section 
aims at constructing a high order scheme for the one dimensional Cauchy 
problem. 

3 Construction of the Numerical Scheme in R 

We consider a mesh (xHt)jEZ and set : Ij = [Xj-t' XHt], Xj = !(Xj-t + 
Xj+!.), hj = xH!. - Xj_!.' 

In all the numeri~al expe~iments, the mesh is uniform. 
We also consider the space of continuous piecewise polynomials vI: = {v E 

Ca(JR) : VII' E JlDk(Ij), 'Vj E~} where JlDk stands for the set of polynomials 
J 

of degree at most k. 
For any Ua E vI:, we have for any x E [z - h + Lt, z + h - Lt] 

{ x- y } u(x,t)= inf ua(y)+tH*(--) 
yE[z-h,z+h] t 

(3) 

In general, (3) does not define an element of Vhk , hense we have to project u 
onto vI:. What is the projector ? 

To simplify the text, we assume k = 2. In each interval Ij, a polynomial 
of degree 2 is uniquely determined by its values at x j _1, X j + 1 and x j. Since 
we need to enforce the continuity requirement, we use tte Lag:ange projector 
: we only need to apply (3) for x = Xj-t, x = XHt and x = Xj. There are 
two different cases : 

1 lJ(O, R') is the closed ball of center ° a.nd ra.dius R' > o. 
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1. x = Xj-t, x = Xj+t then the minimisation is carried over two intervals, 
namely [Xj_~' Xj-t] and Ij iffor example x = Xj-t and under the CFL 

condition ..1t :::; *. 
2. x = Xj the minimisation is carried out only on Ij under the same CFL 

condition. 

Since k = 2 the minimisation can be done exactly. The scheme is formally 
second order accurate. In the numerical examples, no limitation on the solu­
tion (to avoid the creation of over or under shoots) has been applied. 

4 Extension to the Two Dimensional Case 

Here, we present an extension of above construction for the Cauchy problem 
(1) and the JID2 Lagrange interpolation. We first begin to give some notations. 
One consider a triangulation of~2 named T. The triangles are denoted by T, 
their vertices are ii, i2, ia and mid edges i4, is, i6 as it is shown in Fig. 1. For 
each mesh point Mi we consider the ni angular sectors nL ... , n~i meeting 
at point Mi. We also define the cells CMi made of the triangles associated to 
the ni angular sectors (see Fig. 1). 

'. V· 
'. 

T 

'. 
'. 

Construction of the Stencil 

Fig.!. 

For T a triangle of T, we have to evaluate Uik using the following stencil 
Sik == Cik for k = 1, ... ,3 
or Sik == T U T' for k = 4, ... ,6 for two adjacent triangles containing ik. 

Thanks to Proposition 2, the solution un+! of (1) with initial data un, on T 
can be computed, if ..1t is small enough, only with the knowledge of un in a 
neighborhood of T. Since we project the exact solution on V?, we need only 
to know the value of un+! at the vertices and mid points of T. Namely : 

-n+l _ {min1E{1,." ,nil.} infYEn;k {un(y) + ..1tH* (Tt)}, 'V k E {I, .. · ,3} 
Uik - minl=1,2 infyen;k {un(y) + ..1tH* (Tt)}, 'V k E {4,··· ,6} 

(4) 
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and the formula is exact provided that L1t $ 2"r., h = min(d(ik' 8Ci,,)k=l,2,3, 
d( ik, 811)k=4,5,6) (see Fig. 2) with d(., .) the distance function. 

Fig. 2. Cone of dependence. 

5 Numerical Examples 

Example 1. One dimensional Burger's equation 

{ 
Ut + (U",;l? = ° -1 < z < 1 
u(z,O) = -cos(n) 

with periodic conditions. 

'Fig. 3. N = 42 to the left p1 and to the right p~. 

(5) 

The interest of this test is that the solution develops an unsteady discon­
tinuous derivative which is not aligned on the mesh. This is a stability and 
monotony test. In Fig. 3, we show the sharp corner-like numerical solution 
with 42 elements obtained with pI: for k = 1, 2 at t = 0.35. Here the solid 
line is the reference solution. 
Example 2. Eikonal equation : 

{ IIVuli = 1 
u(z, 0) = ° (6) 
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where Q represents a square with different holes (see Fig. 4). The solution of 
(6) is computed as the steady solution of : 

{ 
Ut + ,.,V'ull - 1 = 0 z E Q, t> 0 
u(x,t)=O zEoQ, t>O 
u(z,O)=O zEQ 

(7) 

We enforce numerically the boundary condition by (see [2]) un+1(z) = 
max(un +1 (z), 0) with z a node or a mid point andun +1(z) the predicted value 
of the interior scheme. We show two different tests for this last example. The 
meshes are shown in Fig. 4 and the solutions are shown in Fig. 5. 

Fig. 4. Zoom meshes. 

Fig. 5. isolines of tI. 

Comments. Our ID and 2D solutions are clearly monotone. No under- or 
overshoots exist. This (pleasant) phenomena is not yet completly understood. 
The scheme is second order accurate, see Table 1 for the test case of Fig. 5, 
right where the boundary solution allows a Coo solution. The meshes are not 
obtained by successive refinement, but are independent one of the other. 
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po p'" 
hmax Ll error Order L oo error Order Ll error Order Loo error Order 

1.09 E-1 0.11 E-1 - 0.75 E-2 - 0.35 E-2 - 0.15 E-2 -
5.25 E-2 0.44 E-2 1.25 0.31 E-2 1.21 0.92 E-3 1.83 0.41 E-3 1.77 
2.94 E-2 0.22 E-2 1.19 0.16 E-2 1.14 0.26 E-3 2.18 0.13 E-3 1.98 
1.88 E-2 0.15 E-2 0.86 0.99 E-3 1.07 0.12 E-3 1.73 0.58 E-4 1.80 
Table 1. Accuracy for the boundary Ceo solution. hma", IS the largest edge of the mesh. 

6 Conclusion 

We have presented the construction of a high order scheme for first order 
Hamilton-J acobi equations. After some numerical illustrations, we note that 
the new scheme is stable and numerically converges to the viscosity solution. 
For the moment, we are not able to prove these results. Nevertheless, under 
some conditions on the Lipschitz constant of the exact solution we are able 
to prove a stability result for L 00 norm. A topic of current research is the 
simplification of this scheme, we also want to extend it to non convex/concave 
Hamiltonian. 
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Abstract. To date, the more successful numerical methods in v.iscoelastic fluid 
dynamics are based upon the so called Discrete Elastic Viscous Stress Splitting 
(DEVSS) algorithm [6] together with a suitable form of upwinding of the hyper­
bolic part of the constitutive equation. An elegant way to perform upwinding on 
the viscoelastic stress tensor can be found in Discontinuous Galerkin techniques [4]. 
In particular the recently developed DEVSS/DG version [1], has proven to be suc­
cessful in analyzing viscoelastic :fluid :flow problems in both smooth and non-smooth 
geometries. A particularly attractive feature of DG-based methods is that they al­
low for an efficient resolution of flow problems with multiple relaxation times, as 
was demonstrated in Baaijens et al. [1] which has recently been extended to three 
dimensional flows [2]. 

However, one of the key issues in simulations of viscoelastic flows remains the 
assessment of temporal stability of the computational method. Especially, increas­
ing elasticity beyond critical values of the Weissenberg number can give rise to 
numerical instabilities in :flows that are otherwise mathematically stable. 

1 Introduction 

In recent years a lot of research has been performed on the development of 
numerical tools for viscoelastic flow simulations. The nature of the governing 
equations, i.e. constitutive equations and conservation of mass and momen­
tum, requires that special attention has to be paid to the numerical solution 
algorithm. For instance, a major problem that needs to be resolved is the 
loss of numerical stability of standard Galerkin solution procedures with in­
creasing Weissenberg numbers. To overcome this problem, several stabilizing 
techniques have been proposed such as application of Petrov-Galerkin weight­
ing or discontinuous methods, as is common for finite difference schemes. 

Another problem is associated with the rheological character of the vis­
coelastic fluid itself. Besides a proper choice of the constitutive relation, ac­
curate flow analysis of both polymer solutions and melts compels the use of 
multiple relaxation times. Using mixed finite element methods this results in 
a very large number of degrees of freedom and therefore solution efficiency, 
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both in terms of CPU time and memory requirement becomes an important 
issue. 

2 Problem definition 

Here, only incompressible, isothermal and inertia-less flows are considered. 
In the absence of body forces, these flows can be described by a reduced 
equation for conservation of momentum (1) and conservation of mass (2): 

-'V·u=o, 

V·u=o, 

(1) 

(2) 

with u the velocity field and u the Cauchy stress tensor. In general, the stress 
tensor is divided into 3 separate contributions following: 

u = -pI + 2'7.D + T , (3) 

with p an isostatic pressure, D = (Vu + VuT )/2 the symmetric rate of 
deformation, '78 a solvent viscosity and a viscoelastic mode T. When the 
Newtonian contribution is omitted, as is the case for most realistic viscoelastic 
fluids, the Cauchy stress is fully determined by the pressure and the extra 
stress which, in turn, can be described by a differential type constitutive 
equation like, for instance the, Upper Convected Maxwell (UCM) model: 

(4) 

The upper convected time derivative (~) is defined as: 

v OT T 
T= m+u.VT-L.T-T.L , 

with L = VuT the velocity gradient and A, '7 relaxation time and viscosity 
for this viscoelastic mode. Since the UCM model fails to describe viscoelastic 
phenomena (i.e. shear thinning, extensional thickening and second normal 
stress difference) needed to perform realistic simulations, it is often necessary 
to replace equation 4 by a nonlinear constitutive equation like the Giesekus 
model or one of the more flexible recently developed Feta models of Schoonen 
et al. [10] and Peters et al. [9]. 

Due to its mathematical stability, the inertia-less plane Couette flow of 
an UCM fluid provides an extremely useful tool for the determination of the 
numerical stability of a computational method. Figure 1 shows a schematic 
representation of this shear flow where the lower plate is fixed and the parallel 
upper plate moves with constant velocity. Linear stability of the governing 
equations (1),(2) and (4) about the steady state solution was first shown by 
Gorodtsov & Leonov [5]. Superimposing spatially periodic disturbances of the 
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Fig. 1. Plane Couette flow, the upper pla.te moves with constant velocity. 

form g = c(y) exp (nix + (Tt) to the steady solution results ill an eigenvalue 
problem for (T. Introducing a dimensionless Weissenberg number as We = ~1' 
with 7 equal to the constant shear rate, Gorodtsov & Leonov [5] showed that 
the largest real part of the eigenspectrum behaves as: 

1 
real((T) ~ --

2We' 

for We ~ 1. Thus, neutral stability is approached for increasing elasticity. 
Linearization of the finite element equations about the steady base flow 

results in a linear differential equation in the superimposed disturbances: 

(5) 

with M, K the mass matrix and the Jacobian evaluated about the steady solu­
tion and c the imposed disturbance. Temporal stability of the computational 
methods is obtained from direct time integration of (5) . Hence, the following 
problem is solved: 

(6) 

for every time step. Notice that, eventually, the disturbances should evolve in 
time at the most unstable decay rate resulting from the Gorodtsov & Leonov 
[5] analysis. 

3 Computational methods 

The mixed finite element methods considered in this work are based upon the 
DEVSS scheme of Guenette & Fortin [6]. Adding extra stabilization to the 
momentum equation and omitting the boundary integral leaves the modified 
Stokes relations: 

( Dv , 2(31] ( D - p) + T ) - ( 'l·v , p) = 0 , 

(q, '1 .1£) = 0, 

(7) 

(8) 



266 A.C.B. Bogaerds, W.M.H. Verbeeten, F.P.T. Baaijens 

with (.,.) the La-inner product on the computational domain (.0) and DOl = 
(V'v+ V'vT)/2. Also, the original 3 field formulation (u, 7',p) has been trans­
formed into a 4 field formulation (u, 7',p, D) by introducing a discrete ap­
proximation for the rate of deformation tensor (D). For the UeM case where 
the Newtonian contribution is absent, this brings back the ellipticity into the 
momentum equation. As a consequence of this approach an extra projection 
to solve for D is required, hence: 

(9) 

The parameter f3 in (7) can be varied in order to give optimal results. fur­
thermore, since the standard Galerkin method gives poor results for high 
Weissenberg numbers, some form of upwinding is performed on the hyper­
bolic constitutive equation. 

With our DG-method, spatial discretization is formed from projections 
onto continuous subspaces for all variables except for the extra stress modes. 
Also, upwinding by discontinuity on the transport of extra stress is performed 
as was first introduced by Lesaint & Raviart [7]. Defining a jump operator 
over the element boundaries [7'], the DEVSSjDG method of Baaijens et al. 
[1] yields the weighted UeM equation: 

( S , A [: + u . V' 7' - L· 7' - 7" LT] + 7' - 2"D ) 

EI.m ..... f L S: Au.n[7']dr = 0, 

e=l rt .. flow 

(10) 

with n the unit vector pointing outward normal on the element boundary 
re. Using overall Euler implicit time integration and exploiting the fact that 
the external stress in the jump operator is taken explicitly allows for static 
condensation of the element stresses and hence results in a drastic reduction 
of global degrees of freedom [1]. 

Alternatively, projecting all variables onto continuous subspaces, we con­
sider the DEVSS-GjSUPG scheme in analogy with Szady et al. [12]. For 
reasons of compatibility, instead of discretizingrate of deformation (D), a 
discrete velocity gradient (G) is considered in (7) and (9). Application of 
consistent streamline upwinding to the UeM equation yields a projection of 
the constitutive equation: 

( h [a7' - -T) [- -T)) S+j;ju,V'S, A -at+u'V'7'-G'7'-7'.G +7'-" G+G = 0, (11) 

with h some characteristic element size. 
A third alternative is based on the ideas of Oden et al. [8] and involves the 

forming of spatial discretization from discontinuous subspaces for all variables 
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u,p, D and T. Consider a (non-conforming) mesh {} with non-overlapping el­
ements {}e, a set of inter-element edges S and a Dirichlet boundary rD. 
Boundary conditions of the type u = ii are imposed on rD. Other types of 
boundary conditions can be included but are omitted here. Since all vari­
ables are considered to be discontinuous across S, a weak formulation of the 
momentum equation could be defined as: 

n~n {(Dv, 2P~(D - 0) +T r -( V·v, pr} 
+ r n{P*).[u]-[v].(P**).ndr+ r n.P·.u-v:P· ... ndr h J~ 
= r n·P".ii dr (12) JrD 

with <.) an averaging operator on S, n (one of) the unit normal vector(s), 
P** = 2P~(D - f» + T - pI and P* = 2P~(Dv - Q) + S - qI which renders 
(12) to a skew-symmetric form. Partial integration of the convective term in 
(4) yields a weighted constitutive equation: 

E {( S, A{: -L·T - T.LT } + T - 2~D r -
neen 

( u . VS , T r + le S : A.c± dr} , (13) 

with .c± a consistent approximation of the flux across the element boundaries 
[3]. 

A choice remains to be made about the order of the interpolation polyno­
mials of the different variables with respect to each other. As is known from 
solving Stokes flow problems, velocity and pressure interpolation cannot be 
chosen independently and has to satisfy the Babuska-Brezzi condition. Like­
wise, interpolation of velocity and extra stress has to satisfy a similar com­
patibility condition. We report calculations using low order finite elements. 
Hence, using linear interpolation functions for viscoelastic stress, pressure 
and f> (or G) and quadratic interpolation for velocity unknowns. 

4 Results 

A comparison is presented between numerical and experimental results for 
a steady 3D complex flow through a cross-slot device (figure 2) using the 
DEVSSjDG method. For the cross-slot flow, due to its non-homogeneous 
nature (material near the center will experience a much higher strain rate 
than near the in- or outlet), the behavior of the constitutive models can be 
evaluated for complex flows. The aspect-ratio of both main axes of the rect­
angular cross section of the channel has been chosen close to unity and thus, 
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J.J 
H 

R ~ 20 (mml 
H = .0 (mml 
D . 20(mml 

Fig. 2. FE mesh of cross-slot device (DIH = 2), inflow along y-axis, outflow along 
x-axis, #elements=2835, #nodes=25631, #DOF(u,p)=71988, #DOF(r) = 4 x 
#elements x 48 = 544320. 

a fully 3D flow field is obtained. A polymeric solution has been characterized 
with the Giesekus model and the Feta-PTT model using four discrete modes. 
Results of 3D viscoelastic calculations are shown in figure 3 together with 
point-wise Flow Induced Birefringence (FIB) measurements. Calculated data 
can be compared with the measured optical signal (M) following an integra­
tion of the first normal stress difference Nl = 1'"",,- 1',," along the depth of the 
flow: 

M= -koC J Nldz, (14) 

with ko the initial propagation number and C the stress optical coefficient. 
Stability results for the planar Couette flow are obtained by evaluating 

the L2-norm of the disturbance resulting from equation 6. Figure 4 shows 
results obtained with the fully discontinuous method and the DEVSSjDG 
method which obviously prove to be unstable for this problem at a certain 
limiting Weissenberg number. Also results for the DEVSS-GjSUPG meth­
ods are shown in figure 5. It can be seen from these graphs that the fully 
continuous method proves to be stable even for high Weissenberg numbers. 
However, another factor that seems to influence the behavior of the DEVSS-

. /R 

Fig.3. Calculated and measured optical signal (M) along positive y-axis towards 
the stagnation point and along positive x-axis (left) and at outflow cross section 
xl R = 1.5 (right), - Giesekus, _. - Feta-PTT. 
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::r 
'j 

Fig. 4. Temporal stability results for the fully discontinuous method (left) and the 
DEVSS/DG method (right). 

G/SUPG method is a proper choice of the parameter {3 in (7). Sun et al. [11] 
proposed an adaptively scaled {3 by some norm of the viscoelastic stresses 
over the viscous stresses. From figure 5 it can be seen that one has to be very 
careful when finite element equations are constructed with such a choice for 
f3 because of the apparent loss of temporal stability of the scheme. 

5 Discussion 

From the previous section it follows that the DEVSS/DG method is highly 
efficient for the simulation of realistic 3D viscoelastic flows. Careful analysis 
of the DG-methods show that they are only stable up to a limiting value 
of the Weissenberg number in the plane Couette flow benchmark. However, 
given the smoothness of the plane Couette flow, the performance of these 
methods for non-smooth benchmark problems (e.g. the 4-to-1 contraction or 
the stick-slip problem) is still unresolved. 

In order to rule out instabilities that are a result of the temporal dis­
cretization, time integration is performed using an Euler implicit method. 
Hence, with the exception of the semi implicit/explicit DEVSS/DG method 
of Baaijens et al. [1], an unconditionally stable time marching scheme should 
be obtained. However, numerical experiments with a fully implicit time inte­
gration variant of this method yielded identical stability results. 

-[-I 

Fig.5. Temporal stability results for the DEVSS-G/SUPG method, (3 = 1 (left) 
and (3 > 1, We = 100 (right). 
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Abstract. We construct high order current vector basis functions on an arbitrary 
curved surface. The objective is to construct vector basis functions which consist of 
high order polynomials of the surface parameterization variables on curved triangles 
and have continuous normal components. Explicit formulation of high order current 
basis functions is provided. 

1 Introduction 

Integral equation formulation of electromagnetic scattering of conductive sur­
faces is a very popular approach for many applications including the para­
metric extraction for IC interconnects and computer packaging simulations 
[1], and antenna calculations. The main advantage of the integral formula­
tion is its flexibility in handling very complex geometry of the scatter surface 
and the automatic enforcement of Sommerfeld exterior decaying conditions 
by the construction of proper Green's functions. 

To represent the current vector field over conductor's surfaces, in many 
cases it is important to have a vector basis with continuity in its normal com­
ponent across interfaces among adjacent elements. The RWG basis function 
is the most used first order basis function for engineering applications [2]. 
In this paper, we will extend such a basis to higher order with the required 
continuity across element interfaces. We consider an approach which could 
be applied to more general surfaces which can be subdivided as a union of 
curved triangles. Higher order current basis functions have been attempted 
in [3], but no systematic ways are presented to derive the basis functions so 
higher accuracy could be insured. 

2 Current Basis Functions 

In applying a Galerkin procedure to form MoM matrix [4] for the integral 
equation formulation of the electromagnetic scattering [5], normal continuity 
of the test current basis function "1 is needed across the common interface of 
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triangular patches. In this section, we will present such current basis func­
tions, the normal continuity of the current basis functions is the key property 
of the popular RWG basis functions, which issues no accumulation of charges 
across the element interfaces. In the following, we will give the formulation 
of higher order extension of the first order RWG basis over arbitrary curved 
patches. The details of the derivation of those basis functions can be found 
in [6] [7]. 

Let S be a curved triangle surface in 3-D and S is parameterized by 
-; = -; (ut, U2), (ut, U2) E To· Here To is a standard reference triangle in 
Figure l. 

Tangential vectors: Oi -; i = 1, 2 are defined as 

(1) 

Metric Tensor: The distance between two points on S parameterized by 
(ut, U2) and (Ul + dUl, U2 + dU2) is given by 

where repeated indices imply summation 

OX 0-; 
g/-lll = -- . - 1 $ 1',11 $ 2 oU/-I oUII 

(2) 

(3) 

and {g /-III} is defined as the covariant tensor [8]. The determinant of {g /-III} is 
denoted by 

(4) 

Surface Element: The oriented differential surface element is given by 

(5) 

(6) 

where 

(7) 

2.1 Hierarchical Polynomial Basis over Triangle To 

Let To be the unit reference triangle with vertices a = (1,0), b = (0,0), c = 
(0,1) in Figure 1, we group polynomials into three modes: vertex modes, edge 
modes and internal modes [9]. 
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- Vertex modes: 

ga(1.&l , 1.&2) = 1.&1 

gb(1.&l , 1.&2) = 1 - 1.&1 - 1.&2 

gc(1.&1,1.&2) = 1.&2· 

(8) 

Each vertex mode will take value 1 at one vertex and zero at other two 
vertices. 

- Edge modes: for 2 :::; 1 :::; M 

grb(1.&l , 1.&2) = gagbPI-2(gll - ga) 

gtC (1.&l , 1.&2) = gllgcPI-2(gc - gil) 
gra(1.&l , 1.&2) = gcgaPI-2(ga - gc). 

where Pl(e), e E [-1,1] is I-th order Lengendre polynomial. 

(9) 

Each of the edge mode is only nonzero along one edge of the triangle To. 

- Internal Modes: 0 :::; k + 1 :::; M - 3 

gflt(1.&l , 1.&2) = gagbgcPk(2gc - 1)Pl(gb - ga). (10) 

And each of the internal mode will vanish over all edges of To. 

2.2 Triangular and Triangular Patches Matching 

Consider two curved triangular patches T+ and T- with a common interface 
AC with length f. in Figure 1 . Let T+ and T- be parameterized, respectively, 
by 

z = z+ (1.&1,1.&2) : To --+ T+ 

z = Z- (1.&1, 1.&2) : To --+ T-. 

(11) 

(12) 

We assume that the interface AC in both T+ and T- is parameterized by 
1.&1 + 1.&2 = 1 and is labeled as side 4 in T+ and side e2" in T- . 

The high order basis function with continuous normal components can be 
written as [6] 

where 
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D 

Fig. 1. (Left) Reference triangle To, (Right) Triangle-Triangle Patch 

M z<m) lm) + 
P+ ( ) La ( ) ""' n - t e2 ( ) ""' lint 1 Ul, U2 = ngA Ul, U2 + L...i 2 gm Ul, U2 + L...i c,mg'm 

m=2 (l,m)eL.4 

(13) 

and coefficients Pl- ,Pi" are given as 

(14) 
M ~m) -;(m) 

P,-( ) Ie ( ) ""' -1" +1; e;( ) ""' d2 int 2 Ul, U2 = - ngc Ul, U2 + L...i 2 gm Ul. U2 + L...i lmg'm· 
m=2 (l,m)eL.4 

with 
CA. = {(I, m), 0::; 1+ m ::; M - 3}. (15) 

Unknowns for each edge AC are 

La Le L(m) IT(m) j<m) 2 <_ m <_ M 
n' n' n ,t ,t , (16) 

and interior unknowns for each triangular patch are 

(17) 

- RWG Basis 

If we assume that the normal component of the current basis function 
remains constant, we have 
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(18) 

and for flat triangle patches, we have in T+ 

01 -; = ZA - ZB (20) 

and in T-

02 -; = Zc - ZB, 

01 -; = ZA - ZD 

02 -; = Zc - ZD· 

Thus, we have the RWG basis function [2] 

if 
if 

Z = z+ (U1' U2) ET+ 
Z = Z- (U1, U2) ET-

where A+ and A- are the areas of triangles T+and T-, respectively. 

The unknown for each edge AC is just In. 

3 Conclusion 

(22) 

(23) 

In the paper, we have presented the construction of higher order polynomial 
basis for current vector field on arbitrary curved surfaces. The vector ba­
sis functions are constructed for curved surfaces made of triangular patches 
and the current flow continuously along the normal directions of common 
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interfaces between triangle/triangle patches. For current basis functions of 
triangle/quadrilateral patches and applications, please refer to [6][7]. 
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Abstract. This paper presents an adaptive finite element model for oxidation­
driven fracture that uses space-time elements to track continuous crack-tip motion. 
The model incorporates viscoplastic material behavior, stress-enhanced diffusive 
transport of reactive chemical species and a cohesive interface fracture criterion. 
We discuss the weak formulation of the coupled system, including stabilized discon­
tinuous Galerkin formulations for the chemical diffusion and the material evolution 
equations. 

1 Introduction 

Environmental embrittlement associated with the presence of oxygen controls 
crack growth in high-temperature applications of nickel-base superalloys in 
gas turbine engines. Experimental observations indicate that brittle, inter­
granular decohesion governs creep crack growth in polycrystalline specimens 
exposed to oxidizing environments at typical operating temperatures. The 
specific chemical mechanisms associated with environmental embrittlement 
may include long-range surface diffusion at the grain boundary, segregation 
to the grain boundary of various alloying species and impurities found in the 
bulk, as well as a variety of chemical reactions involving environmental agents 
introduced through the crack tip. 

There is coupling between the chemical and mechanical response because 
the local stress state can enhance intergranular diffusion. The situation is 
further complicated because superalloys exhibit significant viscoplastic re­
sponse at moderate to high temperatures. A local zone of strong inelastic 
deformation can develop to shield the crack tip from the far-field loading. 
Thus, a computational model for this form of fracture must address coupled 
chemical-viscoplastic response and the geometric evolution associated with 
crack propagation. 

This paper reviews an adaptive finite element model in which a space-time 
grid tracks continuous crack-tip motion [2][3]. This significantly improves the 
temporal coherence of the discrete solution, and direct steady-state solutions 

* Supported in part by NASA Grant No. NGT-70374. 



278 F.L. Carranza and R.B. Haber 

in the frame of the moving crack tip can be obtained. The evolution equations 
for the viscoplastic state variables present a system of nonlinear first-order 
hyperbolic equations in the moving frame. These are approximated by a sta­
bilized space-time-discontinuous Galerkin method. The advection-diffusion 
equations describing chemical transport are approximated by a stabilized 
time-discontinuous model. 

2 Space-Time Representation of Crack Growth 

Crack growth changes the topology of a body and fundamentally alters the 
geometry of the undeformed configuration. Thus, the formulation and so­
lution of boundary value problems defined on variable domains is intrinsic 
to crack growth modeling. A space-time domain can be configured to track 
the evolving geometry of a growing crack for both transient and steady-state 
problems. Finite element discretization of the space-time domain ensures a 
continuous representation of crack advance. This careful treatment is critical 
to consistent resolution of the crack-tip fields, where convective effects help 
determine the qualitative features of the physical response. 

Let [J denote the space-time analysis domain for the mechanical problem 
with r = a[J, and let the vector n be the spatial component of the outward 
space-time normal to r. We assign a unit magnitude to n, except where it 
vanishes. We also partition r into disjoint regions, rt/" r t and r t -, with pre­
scribed displacements, surface tractions and cohesive tractions, respectively. 
The inflow boundary of [J is r_ = {x E r : n· a > OJ, where a is the crack­
tip velocity vector. The diffusion problem is defined on a second space-time 
domain i'J, that represents the uncleaved grain boundary ahead of an inter-

granular crack. The boundary T = ai'J = Tc U Tg, in which Tc and Tg are 
disjoint regions with prescribed solute concentration and flux. The vector ft 
is the spatial component of the outward space-time normal to T. 

3 Problem Formulation 

3.1 Elastic-Viscoplastic Response 

We neglect thermomechanical effects and employ a Norton-Soderberg power­
law creep model without hardening. 

u = C : (c: - C:p ) on [J 

c: = ~ [V'u+ (V'u)t] on [J 

€p = B (::) m-l (;:) on [J 

C:p = €p on r_ 

(1) 

(2) 

(3) 

(4) 
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Here u, u, e, ep and C are the displacement, the stress tensor, the total strain 
tensor, the inelastic strain tensor and the elasticity tensor, respectively. In the 
evolution equation (3). u' is the deviatoric stress tensor, U e is the von Mises 
effective stress, and B, m and Uo are material parameters. A superposed tilde 
denotes a prescribed quantity. Equation 4 includes the initial condition for 
plastic strain, as well as inflow conditions for the moving control volume. 

Under quasi-static assumptions, the equilibrium boundary value problem 
takes the form 

v . u + b = 0 on n 
t = un on r 
u = 11 on r" 
t=tonrt 

t = t* on re'" 

(5) 
(6) 

(7) 
(8) 
(9) 

where b is a body force, t is a surface traction and t* is a deformation­
dependent traction determined by the cohesive fracture model. Equation 7 
includes both initial and Dirichlet conditions for the displacement solution. 

3.2 Cohesive Fracture Model 

We use a cohesive interface model to provide a criterion for crack growth. 
Specifically, we adapt the work of Xu and Needleman [4] to the space-time 
moving domain model. We assume that the body contains a number of inter­
nal surfaces, called cohesive interfaces, along which fracture can potentially 
occur. The cohesive properties are determined by a characteristic length for 
the fracture process 8n and a cohesive strength U max • Let .::In be the normal 
component of the displacement jump across a cohesive interface, with the 
opening mode assigned a positive value by convention. Under pure mode-I 
conditions, the traction-separation law given in [4] simplify to 

t* = u e(1-.il • ./6n ) .::In 
n max 8n • (10) 

The moving cohesive interface model introduces an explicit location, des­
ignated the pseudo crack tip, which separates the crack's free surface from 
the active cohesive surface. The usual traction-free boundary conditions hold 
on the free crack surface, while the traction-separation law applies on the 
cohesive surface ahead of the pseudo crack tip. 

3.3 Stress-Assisted Diffusion 

The mass transport of a solute species can be modeled as 

c+V·h+r=Oonn (11) 
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h = -D'Vc + Mc'Veo on Ii 
g=h·ftonT 

c = c on Tc 
9 = 9 on Tg 

(12) 

(13) 

(14) 

(15) 

where c is the concentration of the solute, h is the mass flux vector, 9 is the 
surface flux and r is a source term which describes, for example, the rate at 
which the solute is generated due to chemical reactions. Equation 7 includes 
the initial conditions for solute concentration. The constitutive law for the 
mass flux (12) is an enhanced form of Fick's law, which has been modified to 
include the effects of dilatational strains. 

Equation (11) becomes an advection-diffusion equation when the problem 
is formulated in a moving domain attached to a running crack tip. In this 
case, boundary layers appear in the concentration solution, and these play 
an important role in the physics of oxygen-embrittlement [21. 

4 Finite Element Formulation 

The coupled model described above has been implemented in an adaptive 
space-time finite element code. The details of the implementation are de­
scribed in [31; here we only summarize the code's key features. Our finite 
element method is based on a variational formulation that weakly enforces 
the evolution equation (3), the equilibrium equation (5) and the diffusion 
equation (11) on a space-time analysis domain. Independent space-time in­
terpolations are introduced for the displacements u, the inelastic strain ep 

and the concentration c. A Galerkin formulation approximates the equilib­
rium problem in which the displacements are modeled as continuous in both 
space and time. A stabilized discontinuous Galerkin (DG) formulation for 
the evolution equation (3) employs piecewise continuous interpolants for the 
inelastic strains that admit jumps across element boundaries. The diffusion 
problem is modeled by a second discontinuous Galerkin method that requires 
the concentrations to be continuous in space but admits jumps across tem­
poral interfaces. The code includes residual-based error indicators and offers 
adaptive grid refinement to control the error in the solutions of the equi­
librium and evolution problems. The DG approximation of the evolution 
ptoblem requires stabilization to treat the strong gradients in the crack-tip 
field. 

5 Iterative Solution Strategy 

A preconditioned eGS scheme solves the coupled chemical-mechanical prob­
lem for the displacements, the viscoplastic state variables and the chemical 
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Fig. 1. History of crack-tip velocity for two levels of sustained overload. 

concentration. The low-cost preconditioner incorporates a direct element-by­
element solution of the uncoupled equations for the viscoplastic state vari­
ables. An h-adaptive analysis procedure uses a special a posteriori error in­
dicator[l] to ensure an accurate solution of the hyperbolic subproblem. 

6 Numerical Results 

Figure 1 shows histories of the crack-tip velocity for a crack growing along 
a brittle grain boundary in a viscoplastic solid. Histories for two levels of 
the overload parameter Kmaxj Ki are shown, in which Ki is the stress inten­
sity factor for initiation. Figure 2 shows the effective plastic strain field in 
the vicinity of the crack tip at tjto = 1.982. Figure 3 shows the boundary 
layer ahead of a running crack tip in the steady advection-diffusion solution 
for oxygen concentration. We obtained solutions to the coupled boundary­
value problem at two distinct crack velocities. The physically stable solution 
matches the velocity-dependent width of the boundary layer to the size of 
the active process zone in the cohesive model [2J. 
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Fig. 2. Distribution of effective plastic strain in the vicinity of a running crack. 
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Fig. 3. Oxygen concentration profiles on the grain boundary ahead of a running 
crack tip. 
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Abstract. L2 error estimates for the Local Discontinuous Galerkin (LDG) method 
have been theoretically proven for linear convection diffusion problems and peri­
odic boundary conditions. It has been proven that when polynomials of degree k 
are used, the LDG method has a suboptimal order of convergence k. However, nu­
merical experiments show that under a suitable choice of the numerical flux, higher 
order of convergence can be achieved. In this paper, we consider Dirichlet boundary 
conditions and we show that the LDG method has an optimal order of convergence 
k + 1. 

1 Introduction 

Over the last decade, the Runge Kutta Discontinuous Galerkin (RKDG) 
method introduced and analyzed by Cockburn and Shu, see [CS98,CSK], 
has become a practical method for solving hyperbolic systems. The RKDG 
method can provide high order of approximation and has a high degree of 
parallelism. Originally, it was designed for solving nonlinear hyperbolic sys­
tems. Recently, Cockburn and Shu, [CS98] , have extended the RKDG method 
to time-dependent convection diffusion systems. The extension proposed in 
[CS98], the Local Discontinuous Galerkin (LDG) method, can also provide 
high order accuracy and, because of its local nature, is highly parallelizable. 
In [CS98], it was shown that, for linear convection diffusion problems and 
periodic boundary conditions, the method is at least of order k when poly­
nomials of degree k are used. In this paper, we show that, under a suitable 
choice of the numerical flux, an optimal order k + 1 can be achieved even for 
Dirichlet boundary conditions. 

We now describe the general formulation of the LDG method, applied to 
the following Cauchy problem 

OtU + ax (f(u) - a(u)o:r;u) = 0 u(O, x) = Uo. (1) 

* Partially supported by National Science Foundation grant DMS-9805617 and by 
the University of Minnesota Supercomputer Institute 



286 P. Castillo 

First, the equation is rewritten in conservation form. We obtain the following 
system 

OtU + ax (i(u) - Ja(u)q) = 0, in (0, T) x fl, 

q - Oxg(u) = 0, in (0, T) x fl, 
u(O, x) = uo. on fl. (2) 

where q = Ja(u'fJxu and g(u) = r Ja(s)ds. Then, the system is discretized 
by adapting the ideas developed in the RKDG method. Let {xi+!}j"=o be a 
partitionofthe domain fl, and Ij = (Xj-l/2, Xj+1/2). At each timet E [0, T], 
the solution w = (u, q) of the system (2) is approximated by a function Wh = 
(Uh' qh) of the finite element space Vh = Vt X vt of piecewise discontinuous 
functions 

The restriction of Wh to an interval Ij satisfies, for any test function (vu, vq ) 

in Vh, the following weak relations 

where h(u, q) = (f(u) - Ja(u)q, -g(u)) and h is a numerical flux which 
incorporates the boundary conditions. In our error analysis, we consider the 
linear convection diffusion equation 

OtU + ax (cu - aoxu) = 0, u(O, x) = Uo, u(t, a) = oa(t), u(t, {3) = of3(t) (3) 

where c is an arbitrary, non zero, constant, a > ° and fl = [a, {3]. For this 
problem the flux h is given by 

h (u, q) = (cu - yaq, -yau) . 

We consider the following choice of the numerical flux at the interior grid 
points: 

(4) 

With this particular choice an optimal order of convergence can be obtained 
for the LDG method as described in the following section. 
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2 Error analysis for linear convection diffusion 

In this section, we present an error estimate for the LDG method applied to 
the linear model problem (3). Our error estimate is based on the technique 
presented in [CS98]. However, in this paper, we not only obtain an optimal 
error estimate, but we also consider general Dirichlet boundary conditions. 

Theorem 1. (Error estimate). Let e(t,z) be the error of the approximation 
obtained by using the LDG method to solve the linear model problem, the 
quantity defined by, 

satisfies 

provided U o E H Ie+3 • 

Proof. Without loss of generality, we assume a positive convection coefficient, 
c > 0 in (3). The solution Wh obtained from the LDG method satisfies the 
weak formulation 

(5) 

where the bilinear form Bh and the linear operator Ch are defined as follows 

T T T N 

Bh(w,v)=l f 8twuvu+1 f wqvq-1 L: f h(w)T8:cv 
o in 0 in 0 1 iI; 

TN-l T -1 L: h(wf[v]j+1/2 + f (CWuOr ) - VaWq({r)) vu({r) 
olio 

+ iT Vawq(a+)vu(a+), 

Ch(V) = iT {c6a vu(a+) - Va6a vq(a+) + Va6{3Vq({r)} . 

Let W be the exact solution of (3). Since wand Wh satisfy (5), we obtain for 
the error e = W - Wh 

Bh(e, v) = 0, "Iv E Vh. 

Let II = (IIu, IIq) be an arbitrary projection onto Vh = Vie X Vie and set 
v = II(e), P = (Pu,Pq) = II(w) - w. l,From the above error equation we get 
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An error estimate can now be obtained from the previous equation by choos­
ing an appropriate projection II and by providing an upper bound for the 
right-hand side. We proceed as follows: First, observe that since the coeffi­
cient c is positive, the terms involving the numerical fluxes can be simplified 
as follows 

By simply selecting an appropriate projection II, we can set the above quan­
tity to zero. For the u component, we consider a polynomial that interpolates 
the function at the right endpoint. For the q component, we consider the left 
endpoint. We also have Pu(f3-) = pq(a+) = O. Hence, we obtain the following 
simplified expression for Bh (p, v) : 

Note that in the pure hyperbolic case, a = 0, we recover the expression of 
Bh(p, v) obtained in [eSgS]. An optimal order can be obtained by considering 
interpolation polynomials at the Gauss-Radau quadrature points. Following 
the ideas of LeSaint and Raviart [LR74], we define IIu(f) and IIq(f) as the 
interpolation polynomial on the Gauss-Radau quadrature points, with the 
appropriate fixed point. From the integration properties of these polynomials 
and the Bramble-Hilbert lemma, it can be shown that if f E Hk+2(Ij) and 
v E pk (Ij) we have the following estimates 

1.I(II(f) - f) vi :S C1(..:1x)k+llfIHk+l(Ij) II v IIL2(1j)' 
J 

11(II(f) - f) oxvl :S C2(..:1X)k+llfIHk+2(1j) II v 1I£2(1j) . 
J 

Applying again the Bramble-Hilbert lemma, we can derive an L OO estimate 
for the error at the boundary endpoint 

Using these estimates and the regularity of the initial conditions, we obtain 
the following estimate 

IBh(p, v)1 :S /l(a, C)Cl(UO)(..:1X)k+l lT II IIu(e) 11£2(n) (6a) 

+ /2(a)C2(uo)(..:1x)k+l !aT II IIq(e) 1I£2(n) (6b) 

+ /3(a)C3(uo)(..:1x)k+l !aT IIIu(e)(f3-)I, (6c) 
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where the constants 'n(a, c), 12(a) and 13(a) are such that'll (0, .), 11(.,0), 
12(0) and 13(0) do not vanish. Applying Young's inequality to the second, 
(6b), and third, (6c), term we get 

Since 

IBh(p, v)1 ::; P1(a, C)C1(UO)(..1X)k+11T II Ilu(e) IIL2(1I) 

+ ~ iT II Ilq(e) lIi2(1I) +p2(a) iT {C2(uo)(..1x)k+1}2 

+ ~ rT IlIu(e(,8-))12 + P3(a,c) rT {(..1X)k+1C3(uo)}2. 
4 Jo Jo 

combining (7) and (8), we obtain 

1111I(e)1112 < IIlIu(e(O)) lIi2(1I) +C1(..1x)2(k+ 1) 

+ C2(..1x)k+1 iT IIlIu(e) IIL2(1I)' 

(7) 

where C1 and C2 depend solely on T and uo. By application of Gronwall's 
lemma, we finally get 

From this bound, the error estimate follows. o 

3 Numerical experiments 

We present here some numerical results, for the LDG method applied to the 
linear convection diffusion problem (3). The domain is the one dimensional 
interval [-1, 1] and the initial conditions are uo(x) = sin(x). We compute 
the solution on the time interval [0, 0.1]. A sufficiently small fixed time step 
has been used, such that the contribution to the error is dominated by the 
spatial error. We present the computed order of convergence for polynomials 
of degree 1 to 4. In Table 1, we show the L2-error of the u-component 
at the end time and the computed order for a convection diffusion equation 
with a small diffusion coefficient a = 0.01. In Table 2, the diffusion coefficient 
a is increased to 1.0. We have also included the L2 error of U x at the end 
time, asserting our claim that an order of k + 1 is also obtained for the 
q-component. 



290 P. Castillo 

Table 1. c = 1.0, a = 0.01 

k N= 10 N=20 N=40 
error error order error order 

1 1.3593e-03 3.5642e-04 1.9313 8.9377e-05 1.9956 
2 3.7061e-05 4.4837e-06 3.0471 5.5999e-07 3.0012 
3 2.8634e-07 1.6651e-08 4.1040 1.0444e-09 3.9949 
4 4.5401e-09 1.3242e-10 5.0996 4.1731e-124.9878 

Table 2. c = 1.0, a = 1.0 

k N=10 N=20 N=40 
error error order error order 

1 u 1.2161e-03 3.1400e-04 1.9534 7.9697e-05 1.9782 
u., 1.9568e-03 5.0633e-04 1.9503 1.2871e-04 1.9759 

2 u 3.9617e-05 4.6240e-06 3.0989 5.4412e-07 3.0872 
u., 1.9065e-05 2.4675e-06 2.9498 3.1107e-07 2.9878 

3 u 2.3411e-07 1.4748e-08 3.9886 9.3217e-10 3.9838 
u., 3.7879e-07 2.3641e-08 4.0020 1.5160e-09 3.9630 

4 u 4.8128e-09 1.3674e-10 5.1374 4.2538e-12 5.0065 
u., 2.3370e-09 7.7297e-ll 4.9181 5.1103e-12 3.9189 

4 Conclusion 

In this paper we have presented a new error estimate for the Local Dis­
continuous Galerkin method applied to linear convection diffusion problem 
with Dirichlet boundary conditions. We have, theoretically and numerically, 
demonstrated an optimal order of convergence of k + 1, when using a suit­
able numerical flux. Extension to other types of boundary conditions such as 
Neumann boundary conditions and to higher dimensional problems will be 
treated in a forthcoming paper. 
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Abstract. It is well known that the discontinuous Galerkin (DG) method for scalar 
linear conservation laws has an order of convergence of k + 1/2 when polynomials 
of degree k are used and the exact solution is sufficiently smooth. In this paper, 
we show that a suitable post-processing of the DG approximate solution is of order 
2k+ 1 in L2 (no) where no is a domain on which the exact solution is smooth enough. 
The post-processing is a convolution with a kernel whose support has measure of 
order one if the meshes are arbitrarYi if the meshes are translation invariant, the 
support of the kernel is a cube whose edges are of size of order Llx only. The 
post-processing has to be performed only once, at the final time level. 

1 Introduction 

In this paper, we consider finite element methods for linear scalar conserva­
tion laws and show how to exploit their inherent oscillatory nature to enhance 
the quality of their approximation. The enhancement is achieved by means 
of a simple post-processing of the approximate solution at the very end of 
the computation. 

To illustrate this idea, let us consider the following problem: 

Ut + u., = 0, 

u(x,O) = sin(27rx) 

in (0,1) x (0, T), 
for x E (0,1), 

with periodic boundary condition, and let us compute an approximation Uh 

to its solution U by using the discontinuous Galerkin (DG) method with 
piecewise polynomials of degree one. We also consider the post-processed 
approximation u~ = Ki,2 * Uh, where the convolution kernel Ki,2 is defined 
by 

here '!jJ(2) is the B-spline obtained by convolving the characteristic function of 
[-1/2,1/2] with itself once. In Fig. 1, we display, for T = 0.1 and h = 1/10 
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and 1/20, the errors x ....... u(T, x) - uh(T, x) and x ....... u(T, x) - u~(T, x). 
Notice the oscillatory nature of the error x ....... u(T, x) - uh(T, x) typical 
of finite element methods and the super-convergence at the Gauss-Radau 
points, a fact conjectured in 1994 by Biswas, Devine, and Flaherty [4] and 
proven recently by Adjerid, Flaherty and Krivodono [2]; see also the work 
done by Adjerid, Aiffa, and Flaherty in [1]. Notice also that the oscillations 
are totally absent from the error x ....... u(T, x) - ut(T, x). This shows that 
convolving the approximate solution Uh with the kernel J(~,2 results in the 
removal of oscillations around the exact solution. Moreover, the result of 
such a filtering is a new approximation u~ that converges faster to u than 
Uh. Indeed, in Fig. 2, we display the function x ....... log( I u(T, x) - u~(T, x) I), 
for h = 1/10,1/20,1/40 and 1/80. Notice also that each time h is halved, the 
maximum error is divided by a factor of eight, at least. This indicates that 
the post-processed approximation has the order of convergence of three, at 
least; the approximate solution Uh has an order of convergence of two only. 

In Figs. 3 and 4, we repeat the experiment using polynomials of degree 
two. In Fig. 3, we see again the oscillatory nature of the approximation, the 
super-convergence at the three Gauss-Radau points, and how the oscillations 
are removed after the convolution. This time, the convolution kernel is defined 
by 

J(6,3(X) =~01,(3)(x _ 2) _ ~.1.(3)( _ 1) _ 437 01.(3)( ) 
h 1920'1" 480'1" X 320'1" x 

97 37 
- _1jJ(3)(x + 1) + _1jJ(3)(x + 2) 

480 1920 ' 

where 1jJ(3) is the B-spline obtained by convolving the characteristic function 
of the interval [-1/2,1/2] two times. In Fig. 4, we see that each time h is 
halved, the maximum error is divided by a factor clearly bigger than thirty 
two. This shows that the error in the post-processed approximation is of order 
at least five. 

In connection with this fact, we must point out that in 1996 Lowrie [11] 
found analytical and numerical evidence that when polynomials of degree k 
are used, a 'component of the error' of the DG method converges with an 
order of 2 k + 1; this is in striking contrast with the fact that the order of 
convergence of the DG approximation is k + 1/2 (in the one-dimensional case 
and for special meshes in several space dimensions, the order is k + 1). In 
this paper, we give this indication a firm mathematical basis. Moreover, we 
actually show how to compute such a super-convergent approximation u~ by 
a simple post-processing technique which is independent of the equation and 
of the numerical method. 

This paper is organized as follows. In section 2, we present a brief overview 
of the development ofthe ideas which form the basis of this paper. In section 
3, we state and discuss our main results and in section 4, we end with some 
concluding remarks. The results shown in this paper are a particular case 
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Fig. I. The errors u - 'll.h (solid line) and'll. - 'II.~ (dots) for h = 1/10 (top) and h = 
1/20 (bottom). The function'll. is the smooth exact solution, Uh is the approximation 
given by the DG method with polynomials of degree one, and 'II.~ = K~,2 * 'll.h. 
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Fig.2. The error logO'll. - u~ I) for h = 1/10 (top), h = 1/20, h = 1/40, and 
h = 1/80 (bottom). Notice that each time h is halved, the maximum error decreases 
by a factor not smaller than 8. The order of convergence is therefore not less than 
3. 
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Fig. 3. The errors U-Uh (solid line) and u-u~ (dots) for h = 1/10 (top) and h = 
1/20 (bottom). The function U is the smooth exact solution, Uh is the approximation 
given by the DG method with polynomials of degree two, and u~ = K!,3 * Uh • 
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Fig.4. The error log(/u - u~ I) for h = 1/10 (top), h = 1/20, h = 1/40, and 
h = 1/80 (bottom). Notice that each time h is halved, the maximum error decreases 
by a factor not smaller than 32. The order of convergence is therefore not less than 
5. 
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of those contained in [6] where general hyperbolic systems and several finite 
element methods are considered. 

2 A brief overview 

To introduce the ideas on which our work is based, we briefly review the 
development of post-processing techniques devised to improve the quality 
of the approximation. The reader interested in a complete material, should 
consult the book by Wahlbin [16] on super-convergence in Galerkin finite 
element methods. 

Finite difference and spectral methods for hyperbolic problems. In 
1977, Majda and Osher [13] considered formally high-order-accurate dissi­
pative difference schemes for solving hyperbolic problems. They considered 
a one-dimensional model problem of a two-by-two hyperbolic system whose 
characteristics are parallel to :t = ±t with initial condition a step function 
whose discontinuity sits at the origin. They showed that on the region be­
tween the characteristics issuing from the origin I :tIt I < 1 - 62 , the order of 
convergence is independent of the numerical scheme. They pointed out that 
in 1962 Fedorenko [8] and in 1969 Apelkrans [3] displayed numerical evidence 
that the order of convergence had to be one. However, they showed that by 
a simple pre-processing of the initial data, the rate of convergence was two. 
Moreover, they found that they could actually recover the full formal order 
of accuracy of the scheme on the region I :tIt I < 1 - 62 provided they pre­
processed the initial data in a suitable way. This seems to have been the first 
time that the idea of pre-processing the initial data to enhance the order 
of convergence was used in the framework of hyperbolic equations. In 1986, 
Johnson and Pitkaranta [10] employed a similar idea when analyzing the DG 
for linear hyperbolic problems. 

In 1978, Mock and Lax [14] showed that for a difference scheme of for­
mal order of accuracy J.l for linear hyperbolic systems, the moments of the 
exact solution converge with order J.l provided, again, that the initial data 
is suitably pre-processed. This results holds even if the exact solution con­
tains discontinuities. They also showed how to post-process the approximate 
solution by a simple convolution to enhance its accuracy on the regions of 
smoothness of the exact solution: If the solution is locally smooth enough, 
they could obtain almost the full order of convergence I' provided the sup­
port of the post-processing kernel was of order almost one. This seems to have 
been the first instance that the ingredients of (i) pre-processing the initial 
data, (ii) getting error estimates for the moments, and (iii) post-processing 
the approximation, appear clearly delineated. 

Later, in 1985, Gottlieb and Tadmor [9], motivated by the work of Mock 
and Lax [14], found a spectrally accurate post-processing kernel for spectral 
methods; see also the 1978 paper by Majda, McDonough and Osher [12]. 
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Again, the full spectral accuracy could be recovered by using a convolution; 
the measure of the support of the kernel had to be of order almost one. 

Finite element methods for elliptic problems. Quite independently of 
the developments described above, in 1977, Bramble and Schatz [5] consid­
ered linear elliptic problems and demonstrated how to post-process the finite 
element solution by means of a simple convolution to enhance the quality 
of the approximation. They showed that the order of convergence could be 
doubled if the exact solution was locally smooth. It is important to point out 
that, just like Mock and Lax, Bramble and Schatz proved (i) a negative-order 
norm error estimate (an error estimate for the moments in Mock and Lax's 
terminology) and then showed (ii) how to use it to enhance the approximation 
by a convolution. However, unlike Mock and Lax's convolution kernel, their 
kernel is contained in a cube of size of order h only for locally translation 
invariant meshes; a fact of tremendous computational advantage. 

Also in 1977, Thomee [15] extended Bramble and Schatz's results [5] to 
include super-convergence results of the derivatives and gave an elegant proof 
of their approximation results by using Fourier analysis. 

An application of the Bramble and Schatz technique to the simulation 
of miscible displacement was devised and analyzed by Douglas [7]. See other 
applications in the book of Wahlbin [16]. 

The main ideas. In this paper, we apply the ideas of Bramble and Schatz 
[5] to hyperbolic problems which, as we saw, are closely related to the ideas 
of Mock and Lax [14]. 

Since the negative-order norms capture the oscillatory nature of a func­
tion, we gather approximation results that tell us how to use negative-order 
norm estimates for the error between an arbitrary function U and an arbitrary 
approximation Uh to bound the Lfoc-error between U and a post-processing 
of Uh. These results do not depend on the partial differential equation or 
on the numerical scheme. Next, we obtain negative-order norm estimates for 
the error between the exact solution of a hyperbolic problem and its finite 
element approximation Uh. Finally, we simply combine the above results to 
obtain the desired estimates. 

In what follows, we carry out this program for the DG method applied to 
the scalar linear conservation law. 

3 The results 

Approximation results. In this section, we collect and discuss two results 
that relate negative-order estimates of the difference between U and an arbi­
trary approximation Uh with L2-error estimates of the difference between U 

and a post-processed Uh. 
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In what follows, we denote the d-dimensional unit cube [-1, l]d by I. We 
denote by 11'1.1 lIo,n the standard L2-norm in [} of '1.1. For any natural number 
l, we set 

11'1.1 II-l,n = sup {u ~ d:z:/II ~ Ilt.n. 
tf>EcQ'(n)Jn 

Note that for [} = [-1,1] and 'UN(:Z:) = sin(211" N :z:), a simple computation 
gives II UN II-l,n = 1/(211" N)t. That is, a negative-order norm can sense that 
UN hits 0 in a very regular pattern. This is why negative-order norms are 
used to detect the oscillatory nature of a function. 

The first result is a standard approximation result. 

Theorem 1. Let 11 and l be two given natural numbers. Let K" be a function 
in lP(Rd) with support contained in I, such .that, for all polynomials v of 
degree 11 - 1, 

K"*v=v. 

Set K:(:z:) = K"(:Z:/f)/f.d• Now, let'Uh be a function in L2([}t) and let U be a 
function in lP([}l). Then, for any set [}o such that [}o + fopt Ie [}1, there 
is a constant Cd,,, that depends solely on d and 11 such that 

II U - K:OPi * 'Uh lIo,no $ Cd,,, II '1.1 1I~,nl 11'1.1- 'Uh lI:l~l' (1) 

where 

()= d+2l 
211+ d+ 2£' 

and 

From the above result, it is clear that we want to make () as close to zero 
as possible since II u - K:OPi *'Uh lIo,no would then have almost the same rate of 
convergence as 11'1.1- Uh II-l,nl. However, to achieve this, the value fopt would 
have to be a quantity of order almost one. This means that the support of the 
convolution kernel K:OPi contains a cube whose edge size is of order almost 
one. 

It is possible, however, to overcome this difficulty and obtain a convo­
lution kernel whose support is contained in a cube with edges of the order 
of the diameters of the elements of the mesh. To state the theorem contain­
ing this result, we need to introduce some notation. For each multi-index 
a = (al, ... , ad), let us set 

f)Q. f)Ql f)Qd 
h .= h,l··· h,d' where 

We can now formulate a second approximation result. 
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Theorem 2 (Bramble and Schatz[5]). Let v and l be two natural num­
bers. Let Kv,l be a function in Jt-(Rd) with compact support such that 

Kv,l is a linear combination of B-splines, 

KV'I.*v = v, 

(2) 

for all polynomials v of degree v -1. Set K~,l(z) = Kv,l.(zjh)jhd. Now, let 
Uh be a function in L2(ilt} and let ube a function in IJV(ilt}. Let ilo be such 
that ilo + support of K~,l C ill, Then· there is a constant Cd,v,l that depends 
solely on d, v, and l such that 

II U - K~,l * Uh lIo,no ~ Cd,v,1. {hV II U IIv,n1 + L 1I0h (u - Uh) lI-l,n1 }. (3) 
lal9 

Comparing the new error estimate (3) with the previous estimate (1), we 
can see that the price we must pay for working with a convolution kernel 
with a small support is that we now have to estimate, not the negative-order 
norm of U - Uh, but the negative-order norm of divided differences of U - Uh, 

01: (u - Uh). This is possible thanks to the property (2), since derivatives of 
smooth B-splines are divided finite differences of less smooth B-splines. 

The construction of the convolution kernels can be found in [5], [15], or 
in [16]. 

Negative-order norm error estimates. We now give our negative-order 
norm error estimates for finite element methods for hyperbolic equations. For 
the sake of simplicity, we consider the following model problem: 

Ut + V' . ( au) = 0, 

u(z, 0) = uo{z) 

in Rd x (0, T), 

for z E Rd , 

(4) 

(5) 

and we assume the initial data Uo to be smooth. We consider the approximate 
solution Uh determined by the DG method with polynomials of degree k. 

Theorem 3. Let U be the exact solution of problem (.I) and (5), and let Uh 

be the approximation given by the DG method with polynomials of degree k. 
Then, we have 

where C depends on T, k and the regularity of the mesh. 

The error estimates. Now we only have to put together the results ob­
tained in the above sections. Thus, by combining Theorem 1 and Theorem 3 
with v ;::: 2k + 1 and l = k + 1, we get 

II u(T) - K:opt * uh(T) lIo,no ~ C II Uo IIv,Rd h(2k+l )(1-9). 
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Notice that if () < 1/2, the order of convergence of II u(T) - K:opt *uh(T) 1I0,no 
is higher that the order of convergence of II u(T) - uh(T) 1I0,no , k+ 1/2. How­
ever, since in our case the number of elements that the support of the con­
volution kernel contains is of the order of (f.opt/h)d ~ C hd(29-1), performing 
the post-processing might be a computationally expensive undertaking. 

This situation can be significantly improved if the mesh is uniform. Indeed, 
a simple application of Theorem 3 gives that 

lIoh(u(T) - uh(T)) II-k-l,no ~ C lIohuo IIk+l,Rd h2k+1 

~ C' II '11.0 1Il:+1+ltrl,Rd h2k+1. 

Inserting this estimate in Theorem 2, with /I = 2k + 1 and l = k + 1, we get 

Notice that now the support of the kernel contains a number of elements 
proportional to kd , which is significantly smaller than the number of elements 
needed for non-uniform meshes. 

The simple but illustrative results displayed in the introduction were ob­
tained with this local post-processing technique. 

4 Conclusions 

In this paper, we have shown, for a simple model problem and the DG 
method, that a simple post-processing of the approximate solution of finite 
element of time-dependent linear hyperbolic problems, can dramatically en­
hance the quality of the approximation. The case of locally smooth exact 
solutions and locally uniform triangulations will be treated in [6] where gen­
eral hyperbolic systems and other finite element methods will be considered. 
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Introduction to Discontinuous Wavelets 
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Abstract. Wavelets provide a tool for efficient representation of functions. This 
efficient representation has proven useful in the numerical solution of non-linear 
evolution equations. In this paper we provide a brief review of the use of wavelets 
for efficient representation of functions, and in particular we describe the piecewise­
discontinuous basis of wavelets proposed by Alpert. We review the useful properties 
this basis has for the solution of PDE's, and introduce an illustrative approach to 
the representation of boundary conditions. We also discuss the extension to higher 
dimensional problems. 

1 Introduction 

Wavelets have enjoyed success as a tool for efficient representation of func­
tions and operators (see e.g. [5] and [3] and references therein). More recently, 
wavelet-based algorithms for the solution of non-linear evolution equations 
have been developed [4], [2]. In our view, the basic idea is to use the ef­
ficient and adaptive representation the wavelet basis offers at all stages in 
the computation of the solution. By using this "under the hood" replace­
ment, we can construct fast adaptive numerical solvers for these equations. 
In particular, suppose we are solving a non-linear evolution equation whose 
approximate wavelet solution at time t is given by u(t). If this solution is 
relatively smooth except for a finite number of singularities, then we require 
relatively few coefficients in the wavelet basis to represent it accurately; we 
call such an expansion "sparse". If we are able to compute the updated solu­
tion u(t + Lltj in such a way that we maintain this sparse representation at 
all times during the intermediate computations, then we know by virtue of 
the small number of coefficients that our method is efficient. Typically this 
is achieved by maintaining an equivalently sparse representation for all the 
of operators involved, see [3] and [2]. 

We do not concern ourselves in this paper with the particular equations 
to be solved or the methods used to solve them. Rather, we aim to provide an 
introduction to the basic concepts of sparse wavelet expansions for functions, 
and the advantageous properties of a particular wavelet system proposed by 
Alpert in [1]. This system has the usual vanishing moment property of other 
wavelet systems, which is the crucial characteristic for sparse representations. 
Additionally, this system permits 
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1. an interpolating basis, so that the conversion from point-values of a func­
tion to its coefficients in the basis can be done using a diagonal transfor­
mation 

2. an adaptive algorithm for applying non-linear operators to functions 
3. convenient, accurate representation of boundary conditions 
4. extensions to higher dimensions using e.g. rectangles or triangles 

Items 1, 2, and 3 are covered in detail in [2]. We provide a review of the Alpert 
system, efficient representation of functions, and items 1 and 2 in Sections 2, 
3, and 4. Finally, in Section 5 we present an illustrative boundary condition 
construction, and in Section 6 we discuss the extension of this basis to higher 
dimensional problems. 

2 Multiwavelets and multiresolution analysis 

We consider a multiresolution analysis (MRA) to be an infinite sequence of 
nested spaces {Vj} such that Vj C Vj+l. Each space Vj resolves a particu­
lar scale of a larger function space, e.g. £2(R). The wavelet spaces provide a 
description of the purely fine-scale information which is lost in the transition 
from Vj+l to Vj (i.e. the orthogonal complement of Vj in Vj+I), and the 
wavelets themselves are simply an orthonormal basis for this complementary 
space. In this section we present the concept of a multiresolution analysis us­
ing Alpert's piecewise-discontinuous multiwavelet construction [1]. (For more 
on wavelets and MRA's, see e.g. [5]). 

First, let us consider an £2-orthonormal basis of m-th degree piecewise 
polynomials given by {4>o, .. . ,4>m}' We choose these functions so that they 
are polynomials on [0,1] and zero elsewhere. The Legendre polynomials, 
translated and dilated to the unit interval, are a good example and are used 
in [1]. 

Then, we define the translates and dyadic dilates of these functions by 

(1) 

These functions are called the scaling functions. We define the space Vj as 

V· = Span {4>j (x)} J I,k I=O •••.• ~ 
k=O, ... 2J -l 

(2) 

Note that dim(Vj) = 2j (m+ 1), and the supports of 4>{ k(X) and 4>11 kl(X) are 
disjoint if and only if k =P k'. " 

We also see that (due to (1)), if f(x) E Vj, then f(2x) E Vj+l. Thus, the 
space Vj may be thought of as a resolution of L2[0, 1], and as j increases, 
this resolution becomes finer. The collection of spaces {Vj h=o, .... oo is called 
a multiresolution analysis. 

Now we define the orthogonal complement of Vj in Vj+1, 

(3) 
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We view Wi as the "detail" space, because it contains the information which 
is lost in the transition from Vi+! to the next coarser scale Vi. In the context 
of the MRA, this space is called the wavelet space, and it can easily be shown 
that 

L2[O,1]=VoEe ($Wi ). 
J=O 

(4) 

We also see that we may construct an orthonormal basis for Wi via 

(5) 

where {~/(z)h=o, ... ,m is an appropriately chosen orthonormal set. We do not 
explicitly list these functions here, see [1] for such constructions. 

The relation (5) is very similar to the usual such relatio~ for wavelets, 
except that instead of the wavelets being defined as translations and dyadic 
dilations of a single function ~, (5) uses the set of functions {~/h=o .... ,m. 
Hence, we use the term multiwavelets for such a construction. We note that 
the piecewise-polynomial multiwavelets and scaling functions defined above 
are discontinuous. This quality distinguishes the above construction from 
most (if not all) other non-trivial wavelet systems. 

Because of the property (4), we may represent any function / E L2[0, 1] 
in terms of its wavelet coefficients (plus its coefficients on the coarsest scale 
V o) as 

m 00 2;-1 m 

fez) = L:8?,0~?,0(z)+ L: L: L:cI1,k1/l"k(Z)' (6) 
/=0 i=O k=O /=0 

where s1 k = (I, ~1 k) and cF, k = (1,1/1, k)· 
We ~ay use this basis for a Galerkin solution of a PDE. If we use the 

scaling function basis on some scale Vj, then this discretization corresponds 
to a typical discontinuous Galerkin appr.oximation. Alternatively we can use 
the wavelet basis; the problem is the same as in the previous case, but we are 
simply using a different basis. The advantage to this is that functions may 
be more efficiently represented in the wavelet basis, as shown in the next 
section. 

3 Efficient Representation of Functions 

One of the chief advantages of the wavelet system of coordinates is that many 
functions have a sparse expansion in the wavelet basis. 'By "sparse expansion," 
we mean that for a given small threshold parameter, many of the coefficients 
in the wavelet expansion are smaller in magnitude than this threshold. We 
may therefore discard most of the wavelet coefficients and store only the 
remaining coefficients, resulting in a significant savings in storage space. Since 
the wavelet basis is orthonormal, a small truncation in the wavelet coefficients 
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perturbs the function we are representing by only a small amount in the L2 
norm. 

To see that the wavelet expansion has this property, we appeal to the van­
ishing moments property of the wavelet basis. By construction, the wavelet 
functions tP{,k(X) have m + 1 vanishing moments; that is 

1 J ¢1.k(X)X i dx = ° for i = 0, ... , m. 
o 

For any function f E cm+l, we see via Taylor's Theorem and (7) that 

1 

Id{kl = J f(X)tP{,k(X) dx ~ Cl,m 2-i (m+1\ 
o 

where the constant Cl,m depends on m and f(m+1)(x). 

(7) 

(8) 

In practice, sparsity is achieved as follows. We see from (8) that if f 
is smooth in some region, then the wavelet coefficients which correspond 
to that spatial region are small in magnitude. Thus, if we truncate to zero 
those wavelet coefficients which are smaller than our desired accuracy f, and 
store only the remaining non-zero coefficients, we may achieve a significant 
savings in storage. For functions with a finite number of singularities, one 
can easily show that the number of coefficients can be reduced from N to 
O(log N), where N is the number of points in the fine-scale representation. 
Since the wavelet transform is orthogonal, this perturbation does not change 
the function being represented by more than f in the relative L2[0, 1] norm. 

The key to fast numerical algorithms using this representation is that 
numerical operations such as differentation, integration, sums, products, etc. 
are then applied to functions represented in this sparse (or compressed) form. 
A much more detailed description in the context of scalar wavelets may be 
found in [3]. 

Remark. We note that since the support of tP{ k exactly covers the sup-

ports of ¢{!i and ¢{!i+l' we may choose to store the coefficients s{,k instead 

of df k in our compressed representation. The storage requirements are iden­
tical: This means that the sparse multiwavelet expansions corresponds to a 
recursive dyadic partition of the interval. The advantage to this representa­
tion will be described in the next section. 

4 Interpolating basis and non-linear operators 

In this section we describe an interpolating orthonormal basis, which allows 
for a diagonal transformation between values of a function and its coefficients 
in the basis. This leads to an adaptive algorithm for computing non-linear 
functions of functions in compressed form. 
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In [1], the functions <Pie (x) are chosen to be the Legendre polynomials 
1I"1e(x) (appropriately scaled, dilated and translated so that they form an 
orthonormal basis on [0,1]). The disadvantage of this construction is that 
the quadratures which· compute the expansion of a function f in this basis 
require (m + 1)2 multiply-add operations (not including evaluation of f). 

Instead (as is also done in [2]) we construct an interpolating basis. Let 
{rleh=o •.... m denote the roots of 1I"m+1(x). Then, we define 

(9) 
,=o, ... ,m. 

I¢k 

where Cle is a constant chosen so that 1I<pIe(x)IIL2[o.l) = 1. Thus, computing 
the coefficient fie = (I, <Pie) requires a single-point quadrature obtained by 
evaluating f(rle), and the expansion of f in the basis defined by <P1e(x) requires 
only m + 1 multiplications and no additions (not including the evaluation of 
f at x = ro, rb ... , rm). This interpolating property also proves useful in the 
application of non-linear operators to functions represented in this basis, as 
we describe below. 

An adaptive algorithm for computing a pointwise non-linear function of a 
function in the multiwavelet basis is presented in [2]. We review this algorithm 
here. For simplicity we consider the function g( u) = u2• (We note that uv = 
H(u + v)2 - (u - v)2), so the following analysis applies to ordinary products 
as well. By Taylor series expansions, we can extend it to a wide class of non­
linear operators). Clearly it is the case that if u E Vj, and u2 E Vj, then 
(u2,<pIe) = dle (u,<p1e)2, where die is some constant; that is, we can find the 
coefficients of the square of u simply by squaring its coefficients. This is due 
to the interpolating property of the scaling functions. 

Furthermore, if we have a function u in compressed form, we recall that 
this representation is equivalent to the scaling function coefficients of u on 
some dyadic partition of the unit interval (see the remark in Section 3). For 
each subinterval lie in this partition, it is clear that UII. E V j • for some 
jle, where jle depends on k. However, we see that in general it is not the 
case that UIII< E Vjk => u2 E Vjl<' Instead, we achieve this relationship only 
approximately. We can easily see that for any f, there exists j~ ~ 0 and 
ej~ E L2[0, 1] such that 

Ullk E Vj,,+j~ => (u 2 + ej~)IIk E Vj,,+j~ and lIej~II£2[o.l) ~ f. (10) 

In practice, we usually require only j~ = 1 (see [2]), which means oversam­
pIing by a factor of two in order to compute the square of u. 

5 Boundary conditions 

A construction which permits boundary conditions is relatively simple. The 
usual construction in e.g. [2] uses a weak representation of boundary con­
ditions via the choice of numerical fluxes at the boundary. To illustrate the 
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simplicity of constructing boundary conditions, we instead modify the scal­
ing functions whose support touches the boundary so that the modified scal­
ing functions satisfy the boundary conditions. Then, in the case of finite­
difference type discretizations of differential operators, we modify the finite­
difference scheme at the boundary to maintain the accuracy of the scheme. 

In the case of boundary conditions on the left, we first select an inde­
pendent orthonormal set of m+ 1 degree polynomials {¢I(X)}I=o, ... ,m-l such 
that ¢I(O) satisfy the boundary conditions. Then, we construct the orthogonal 
projection matrix P = {Pk,l} k=O •...• m-l using the expansion 

I=O •...• m 

m 

¢k(X) = .LPk,ltPl(X), (11) 
1=0 

We derive modified wavelet functions {1,h(x)h=o, ... ,m by first using the basis 

m m-l m 

'Yk(X) = .Lgk~1.Lp"i¢i(2x)+ .Lgk~ltPi(2x-1) for k=O, ... ,m (12) 
;=0 1=0 ;=0 

and then constructing {-¢k (x)} k=O, ... ,m via Gram-Schmidt orthogonalization 
of {,k(x)h=o, ... ,m. 

Finally, our modified scaling functions are given by 

(13) 

with the modified wavelets tT1 k(x) defined similarly. For boundary conditions 
on the right, we can follow a 'very similar construction. 

Let us denote by Q the projector matrix onto the basis which satisfies the 
right boundary conditions. Suppose that we have computed the tridiagonal 
interior stencil for a Galerkin approximation to d/dx on Vj such that this 
stencil is exact for m-th degree polynomials. This stencil is defined by three 
(m+ 1) x (m+ 1) matrices Mo, Ml, and M_ l , where Mo is the matrix on 
the diagonal and Ml,M_l are the off-diagonal matrices. Let us define an 
(m + 1) x (m + 1) matrix L which takes the scaling-function coefficients on 
a given interval and computes the coefficients of this function extended as 
an m-th degree polynomial into the interval to the left. Similarly, we define 
a right-extension matrix R. Now, we can construct a matrix T j which is an 
approximation to d/ dx with Dirichlet or other homogeneous linear boundary 
conditions. This matrix is given by 

P(Mo + M_lL)P* PMl 0 o 
o M_lP* Mo Ml 

o 

M-l Mo MIQ* 
o o QM_ l Q(Mo + MlR)Q* 

(14) 
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Clearly it is the case that for a polynomial of degree m which satisfies the 
boundary conditions, the operator defined by the above matrix will compute 
the first derivative of this polynomial exactly. This means that the truncation 
error of the matrix Tj as an approximation to d/dz is O(hm+1) at all points, 
including as those that are close to the boundary. 

6 Higher dimensional problems 

Finally, we present a brief discussion of higher dimensional problems. The 
material below applies directly to two-dimensional problems, but the exten­
sion to higher dimensions follows by direct extension. 

For rectangular-shaped domains in two dimensions, the usual construction 
is a tensor-product basis, ~ lc,//,(z, y) = ~ /(z)~: /,(y). The interpolating, 
boundary condition, and no~-linear function' evaluation prop~rties therefore 
directly extend to this two-dimensional basis. Stretching and shearing pre­
serve the orthogonality of the basis, so we may extend this construction to 
any parellelogram in the plane. 

Fig.l. Subdivision of a triangle. 

A construction on triangles is possible, see [8] and [7] for barysymmetric 
and piecewise-linear examples, respectively. In this case, we require an or­
thonormal basis of polynomials on a triangle; examples may be found in [8] 
and [6]. The coarsest scale is defined as m-th degree polynomials restricted 
to the triangle; the finer scales are achieved by recursively subdividing each 
triangle at a given scale into four smaller triangles as shown in Figure 1. The 
wavelet spaces are defined as usual. This construction automatically pro­
duces a piecewise-discontinuous system of multiwavelets on any triangle in 
the plane, since an orthogonal set offunctions in the plane remains orthogonal 
under any affine transformation of the plane. 

The boundary condition technique of Section 5 extends directly to this 
triangular construction. However, we do not know of any existing deriva­
tions of arbitrary-degree interpolating orthogonal polynomials on a triangle, 
so the interpolating property in Section 4 can not currently be obtained. The 
algorithm for multiplication of functions in compressed form is still possi­
ble with such a basis, but we no longer can achieve the convenient relation 
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(u2,f/I,,) = d,,(u,f/I,,)2. Rather, we must use pre-computed matrices of the co­
efficients of squares of the basis functions. This requires an extra factor in 
the computation time, but the algorithm still runs directly on functions in 
compressed form. 

Fig. 2. Multiple triangles pieced together. 

As a possible future direction, we see that a logical next step beyond 
the triangular construction is the piecing together of multiple triangles to 
form a larger domain with a more complicated shape. Figure 2 shows an 
example of this. The MRA on this domain is basically defined as the union of 
the MRA's on the individual triangles. Boundary conditions for the exterior 
edges may be easily represented using the methodology of Section 5. Matching 
across the interior boundaries can be achieved in the representation of the 
operator. This concept closely parallels discontinuous finite element methods 
for triangles [6]. 
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Abstract. We discuss the application of the Local Discontinuous Galerkin method 
to the approximation of contaminant transport in porous media. 

1 Introduction 

In this paper, we consider the flow of an incompressible fluid through a ho­
mogeneous saturated porous medium, where the fluid is contaminated by one 
or more solutes with concentrations Ci, i = 1, ... , n. We assume the flow to be 
at steady-state, and the transport to be described by advection, molecular 
diffusion, mechanical dispersion and chemical reactions (adsorption) between 
a solute and the surrounding porous skeleton. Mathematically, this process 
is modeled by a possibly nonlinear partial differential equation, in the case of 
contamination by one solute, or a non-linear coupled system of PDEs if the 
fluid is contaminated by several substances. The equation (or system) can 
be purely hyperbolic or purely parabolic depending on whether we include 
diffusion and dispersion terms. 

A major challenge in designing numerical schemes for porous medium flow 
is to create a method which gives sharp resolution of fronts for discontinuous 
or rough problems but, at the same time, provides a high order scheme for 
smooth problems. Here we will investigate the Local Discontinuous Galerkin 
(LDG) method [1], which appears to be well-suited for these types of prob­
lems. On the one hand, it uses higher order approximating spaces and exhibits 
optimal (or close to optimal) orders of convergence for smooth problems, on 
the other, it poSsesses a capability of resolving steep fronts. It is also easily 
extendable to systems of equations and multidimensions. 

For simplicity, we treat in this paper only the case of one-dimensional flow 
but the method can be generalized for multidimensional problems. In section 
2, we formulate briefly the mathematical model of contaminant transport in 
porous media; in section 3 we give a description of the method and in section 
4 present numerical results for some test problems pertaining to contaminant 
transport. 

* This work was supported in part by National Science Foundation Grant DMS-
9805491 
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2 Mathematical model of contaminant transport in 
porous medium 

For one component, mass-conservation of the contaminant gives us the equa­
tion [2] 

1-10 
Ct + -- 8t + U C:I: - D C:I::I: = 0, 

10 
(1) 

where C is the concentration of solute in moles per unit volume in the fluid 
phase, 8 (:c, t) is the concentration of contaminant adsorbed on the solid ma­
trix in moles per unit volume of solid, 10 > 0 is the porosity, U is the effective 
fluid velocity, and D > 0 accounts for molecular diffusion and mechanical 
dispersion. For simplicity, 10, U, and D are assumed constant. We will also 
assume U > o. 

The chemical reactions describing adsorption may be fast (equilibrium) 
or slow (non-equilibrium) depending on the rate of reaction with respect to 
the rate of flow. Here we will only consider equilibrium reactions. In this 
case, the contaminant adsorbed by the solid is generally assumed to be a 
function ofthe concentration in the fluid; that is, 8 = f(c). The function f is 
called an adsorption isotherm. A common isotherm is the Langmuir isotherm 
f( c) = l~ ~ Cc ' where N is the saturation concentration of the adsorbed solute 
and K > 0 is a rate constant. 

Letting ¢(c) = l~f f(c) and substituting into (1) we obtain 

(2) 

Depending on the particular situation being modeled, a similar equation 
in each component holds for multicomponent contaminant transport: 

Ct + ~(c)t + U C:I: - D C:I::I: = 0,0<:c < L, t > 0, (3) 

1-10 
~(c) = - f(c), (4) 

10 

where C = (Cl' C2, ... , cn)T and n is the number of components. 
The Langmuir isotherm in the multicomponent case is [2] 

where 

fi(C) 

f(c) = (h(c), h(c), ... '/n(c)f, 

Ni Ki Ci • 
-----.:....--:.-~----, Ki > 0, z = 1, ... , n. 
1 + Kl Cl + K2 C2 + ... + Kn Cn 

(5) 

(6) 

Ni stands here for the maximum number of moles of solute i that can be 
adsorbed per unit volume of adsorbent. 
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We augment (3) with the initial and "inflow" and "outflow" boundary 
conditions . 

c(:z:,O) = CO(:z:), 0 < :z: < L, 

uc(O, t) - Dc.7:(O, t) = UCI(t), t > 0, 
DC.7:(L,t) = 0 t > O. 

3 The Local Discontinuous Galerkin Method 

3.1 Formulation of the method 

(7) 

(8) 

(9) 

To define the LDG method, we introduce the new variable q = ...(i5 C.7:' 
denote 

8(:C, t) = c(:c, t) + ~(c(:c, t» 
and rewrite the problem (3) as follows: 

St + (uc - ...(i5q).7: = 0, 

q - ...(i5C.7: = 0, 0 < :c < L, t > o. 

(10) 

(11) 
(12) 

The LDG method for (3) is now obtained by simply discretizing the sys­
tem above with a discontinuous Galerkin method. We define the flux h = 
(he, hq)T as follows: 

( uc - ...(i5q) h( c, q) = -...(i5c . (13) 

For each partition of the interval (0, L), {:CHi lj'/=O we set Ij = (:Cj_l, :CH!.) 
and ..:1:Cj = :CHt - :Cj-t for j = 1, ... , N. wi will use the standard ~otati~n 
(u,v)J.; to denote the L2(If) inner product. Furthermore, we define pT+!. = 

± 2 
p(:cH !) where 

We seek an approximation Wh = (C, Q)T to W = (c, q)T, such that for 
each time t, the components of C(t) and Q(t) are polynomials of degree at 
most k on If. 

The approximate solution given by the LDG method is defined as the 
solution of the following weak formulation: 

(8t S(:c, t) , Vh,e(:C») I. - (he(wh(:C, t» , 8.7: Vh,e(:C») I. 
1 1 

+ he(wh, wt)Ht(t) Vh,e(:Ci+t) - he(Wh, wt)j-t(t) Vh,e(:cj_t) = 0, (14) 

( Q(:c, t) , Vh,q(:C») I. - (hq(wh(:C, t» , 8.7: Vh,q(:C») I. 
1 1 

+ hq(wh, wt)Ht(t)Vh,q(:Ci+t) - hq(~h' wt)f-t(t) Vh,q(:cj_t) = O. (15) 
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Here S = C + CI(C) and he and hq are numerical fluxes, given below. More­
over Vh,e and Vh,q are vector functions whose components are polynomials of 
degree at most k on Ij. 

To discuss the numerical flux, we use the notation: 

We write the numerical flux as the sum of an advective flux and a diffusive 
flux: 

"-+ " -+" -+ h(wh ,wh ) = had,,(Wh , wh ) + hdiJJ(Wh ,wh). (16) 

The advective flux is given by 

(17) 

where g(C-, C+) is computed using upwinding. For the i-th component of 
g, 

The diffusive flux is given by 

where 

Cdi!! (0 C12) 
- -C12 0 ' 

CI2 = CI2(Wh, wt) is locally Lipschitz, 

CI2 == 0, when D = O. 

At the boundaries z = 0 and z = L we define 

(18) 

(19) 

(20) 

(21) 
(22) 

h(Wh,wt)~(t) = (UCI(t),-v'DC(z~,t)+C12[C](Z~,t»T, (23) 

h(wh' wt)N+~(t) = (uC(zN+~' t), -v'DC(zN+t' t»T, (24) 

in accordance with the boundary conditions (8) and (9), where 

- 1 + C(Zt)== 2(C~ +c/), 

and 

[C](z~) == ct - c/. 
2 2 
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It is important to note that by (15) the degrees offreedom for Q can be 
eliminated in terms of degrees of freedom in C, thus giving a system in C 
unknowns only. 

The method above must be discretized in time. Moreover, for higher order 
polynomials, the higher order terms in the solution must be controlled to 
inhibit oscillations. Here we follow earlier work of Cockburn and Shu as cited 
in [1], and use explicit third order Runge-Kutta procedures in time combined 
with local projection operators in space to control numerical oscillations. 

4 Some numerical results for contaminant transport 
problems 

In this section, we present numerical results obtained using the LDG method 
applied to a typical contaminant transport problem. 

We consider the advection-diffusion system described above with u = 1, 
the isotherm function 

( 
c, ) 1 + Cl + lOc2 

~(c) = , 
lOCa 

(25) 

the initial condition c(x,O) = (0,0) and the boundary condition Cl(O, t) = 
(1,1). 

We compute an approximate solution at times T E {0.2, 0.5, O.S} using 
the LDG method with piecewise constant approximating functions on 320 
elements for D = O. 

2.5 r---~----~----~---'----~----~---'-----r----~---, 

1.5 

... ..... r-·_·_·_·-· 
f \ r 

'j - -----·--11--t --1 
i J 

I---~- ____ J -----_·t·_-_.1\ 
I!, i ! ! i 

: i 
: i 

2 

0.5 

: i 

T=0.2, gl~l 
T=0.5. c 1 

c2 
T-0.8. c 1 

c2 

Ii l 1 
; \ o ~ __ ~~~~ __ ~~ __ ~ __ ~~ __ ~~ __ ~ ____ -L ____ ~ __ ~ 

o 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 

Fig.!. Contaminant concentration at different times, D = o. 

The result, given in Figure 1, is a moving shock wave, which agrees with 
the theoretical results presented in [2]. 
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In the next numerical experiments we compare results of computations 
on the same test problem by the LDG method using approximating spaces 
of different order and with different number of elements for the parabolic 
system with D = 0.01. 

2.5 r-----r---~r_--_,-----,----~----~----_r----_r----~----, 

2 

1.5 

0.5 

-----.. 

p.w. oonstants.640 elements. 0111 02 
p.w. IInears. 160 elements. 01 

p.w. quadratics. eo elements. ~ ~ 

o L-____ ~ __ ~~ __ ~~ __ ~ __ ~~ ____ ~ ____ _L ____ _L ____ _L ____ ~ 

o 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 

Fig. 2. Comparison of solutions obtained using different approximating spaces, D = 
0.01. 

We see that all three approximate solutions lie very close together, which 
illustrates a possibility of dramatic improvement in convergence with fewer 
degrees of freedom by using higher order approximating spaces. 
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1 Introduction 

This paper is devoted to the presentation of a new family' of high order 
numerical schemes in space (we restrict the scope of this paper to first order in 
time) for the numerical solution of Euler equations in axisymmetric geometry 
(1) (see also [Des98a] in ID and [Des98b]). The unknowns are the density, 
the two components of the velocity and the specific total energy (p, Ul, U2, e). 

{ 
Ot(yr p) + ox(yr put) + Oy(yr pU2) = 0, 
Ot(yr put) + ox(yr pu~ + yrp) + Oy(yr pUlU2) = 0, 
Of(yr pU2) + ot:(yr PUl U2) + Oy(yr pu~ + yrp) = ryr-l p, (1) 
Of(yr pel + Ot:(yr pUle + yr pU1 ) + Oy(yr PU2e + yrpU2) = 0. 

For simplicity, the domain is a square (z, y) E {} =]0, l[x]O, 1[, and the 
u~+u~ 

pressure provided by a ,),-law p = (')' -l)(pe - p~). The coefficient r may 
take essentially two different values. If r = ° we recover the classical Euler 
equations in 2D written in plane geometry. If r = 1 we obtain the Euler 
equations in axisymmetric geometry : it corresponds to Euler equations in 
3D assuming invariance of the flow around the axis of revolution. Note that 
the equation on U2 is then non conservative. 

Solving "real problems" in plasma physics requires most of the time to 
solve the axisymmetric case r = 1. The problem is then to handle a singularity 
which is located near the axis y = 0. This singularity may have a dramatic 
effect on the quality of the computations. It appears to be an important 
issue in an ICF (Inertial Confinement Fusion) context. In this contribution 
we show that a Lagrange+Remap approach combined. with a Discontinuous 
Galerkin Method (DGM) [CS91]-[AS96] is a good solution. 

2 Quadrature formulas and compatibility condition 

It is standard in DGM to replace exact integration by quadrature formulas. 
These quadrature formulas are exact for a discrete basis of polynomials char­
acterized by the Gauss quadrature points (j, j = 1, ... , J. If P(z, y) is a given 
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polynomial which takes the value 0 at every Gauss point (jl¢j and the value 
1 at one Gauss point (j, we write 

(2) 

Given an elementary reference square cell e =]x_, x+[x]y_, y+[, one question 
is to choose the best location of the Gauss points (j such that the discrete sum 
with positive weights approaches the exact integral with maximal accuracy 

L I(x, y)yr dxdy = "2;.wi/«(j) + small residual, and Wj > O. 
J 

The residual is as small as possible for a smooth function I and equal to 0 
for a characteristic polynomial Pjl 

1 Pjl(x,y)yrdxdy = LWjPj'«(j). 
e j 

(3) 

In term of the position of the Gauss points, many choices are possible for (3). 
We add to (3) a constraint for all characteristic polynomials Pjl 

v being the outgoing normal form e and Vj the outgoing normal at point 
(j. This condition (4) expresses a kind of compatibility between the exact 
integration on the boundary of e and the discrete integration. It is in some 
sense the boundary counterpart of (3), Wj and Zj being the weights in both 
quadrature formulas. This relation (4) is used in the proof of theorem 1 
(section 3). Be careful that in (4), the notation may be abusive. It is the case 
when a Gauss point (jl is located at the corner of the reference cell e : in 
this case the order of multiplicity of j in (4) is two; one for the horizontal 
normal and one for the vertical one. 

Given a general arbitrary set of Gauss points (j in the reference cell e, 
it may be a set of characteristic polynomials Pj(x, y) satisfies (2-3) but does 
not satisfy (4). On the other hand it is straightforward to verify that (2-3) 
and (4) are true in the following cases 

• one Gauss point located at the center of the cell. The characteristic poly­
nomial is Pl(x, y,) = 1. We will recover a classical one order scheme. 

• four Gauss points located at the corners ofthe reference cell e. The char­
acteristic polynomials are Pj=1, ... ,4(X, y) = f.j (x±~~~:+y), with jEj I = 1. 

• four Gauss points located at the corners of the reference cell e, plus 
one Gauss point located at the center of the cell. The fifth characteristic 

polynomial is P5(x, y) = (1 - ~~ 2)(1 - * \ while Pj=1, ... ,4(X, y) 
(. (x±+x)(y±+y) _ lR (x y) with 1('1- 1 
J Ax Ay 4 5 " J - . 
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3 High order scheme 

The domain {} is split in many square cells {}k. The value of an unknown f 
at step n, in the cell '{}k and at location (kj is denoted 88 fJ:j' In order to 
define the increment of unknowns, we consider a 2 parts scheme. A Lagrange 
part where we solve 

{
yrpDtr=diVyrU, Dt=at+u.v, 
yrpDtu = _yr gradp, u = (UI,U2), 
yrpDte = -div(yrpu), 

and a remap part (i.e. transport part) where we solve 

{
at pyr + divyr pu = 0, 
at pyr U + div yr pu ® u = 0, 
at pyr e + divyr peu = 0, 

where u = u is known, given by the Lagrange part. 

3.1 Lagrange part of the scheme 

Using DGM one obtains from (5) 

(5) 

(6) 

~Ink p(at r)ryrdzdy) + [Ink u. grad ryrdzdy] + Al = Ian" (U.llk)ryr du 

Ink p(at u).uyrdzdy) - [Inkpdivuyrdzdy] + A2 = - Ian"p(u.llk)yrdu 

Ink p(at e)eyr dzdy) - [In" pdiv(ue)yr dzdy + In" u. grad(pe)yr dzdY](7) 
+Aa = - Ian"p(u.llk)eyrdu, r,u,e being test functions. 

The terms AI ,2,a are some approximations of 0, which corresponds to some 
degrees of freedom we allow in the numerical approximations of (5). 

We now use the standard procedure in order to get from (7) a discrete 
set of equations. The integral ( ... ) are discretized using the explicit value of 
the density P~j .at the beginning of the time step, the quadrature weights Wkj 

and explicit differentiation ofthe derivatives. The integral [ ... ] are discretized 
using the implicit value of the unknowns. The right hand sides are discretized 
using the Riemann-solver like formulas 

(8) 

(p*C*)kj being some local approximation of the density times the sound ve­
locity, and the quadrature formulas on the boundaries (4). It remains to give 
the value of AI ,2,a. These approximations of ° are chosen in order that both 
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the conservativity of (5) is satisfied and that theorem 1 holds. It is the case 
for this choice 

With all these ingredients the reduced Lagrangian discrete system is 

It is. clear that this system is an implicit discrete system, local in each cell. It 
is possible to solve it using a Newton like algorithm in each cell. The system 
(9) satisfies the following remarkable property 

Theorem 1. For any cell ilk and for any Gauss-point (j (i.e. for any (k, i)), 
there exists a constant C~j > 0 such that if the CFL condition Ckj t; $ 1 is 

true then the entropy increases locally at each Gauss point: s;t! ~ ~j' 
Without any restriction on the time step, the conservative relations (see (9)) 
are satisfied 

L:L: wkjp~jf;/~ = L:L: wkjp~jfkj, f = T,U, e. 
k j k j 

The proof of these various properties rely on the very particular expression 
chosen for the approximations of zero Al , A2 , As and on (4). In practical 
computations, we never use the fully implicit formulation. We prefer to use 

. JI+l (!!2.) n+! a predIcted value of the pressure Pkj , = Pkj + L1t dt ~j ~ Pkj ,where the 
derivative of the pressure is evaluated explicitly. So doing the local (at each 
point (kj) increase of the entropy is no more true, however we still get a 

n+l 
local (at each cell ilk) increase L.jWkjPkjSkj 2 ~ L..WkjP~j~j under CFL. 
In some sense the increase of the entropy is equiv;Jent to some non linear 
stability estimate in the Lagrange step. 
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3.2 Remap part of the scheme 

As quoted previously, we base the remap stage on the discretisation of (6). 
We obtain using the DGM 

Here the fluxes on the boundaries are evaluated with upwinding, while as 
before the integral inside each cell is evaluated with implicit values. This 
step is L2 stable. 

4 Numerical results 

We rely on various test cases in order to evaluate the interest of the scheme. 
All experiments show that the Lagrange step is extremely robust. The oscil­
lations of the scheme are very small in the Lagrange step : the positivity of 
the density and the internal energy is insured without any limiter. However 
it is sometimes preferable to add a positivity constraint in the remap step. 

We test the robustness of a scheme with a very strong isentropic conver­
gent flow. It is based on an analytic solution of the Euler equation given by 
Kidder [Kid76]. The analytical solution is self-similar for 7 = ~. The solution 
at (r, t) is related to the solution at (R, t = 0) through the transformation 

r = RJ1 - ;~, this transformation is defined for t smaller than the focusing 
time ° ~ t < T. The initial conditions are 

( 
,,),-1 r2_R2 ,,),-1 R2_r2 ) 

p(r, 0) = P2 R'J-R~ + P1 R'!-R'J , 
2 1 2 1 

u(r, 0) = 0, 
c(r,O) = p(r,Orr-1 , . 

p(r, 0) = (7 - l)p(r, Orr, 

T= 

{

p(r,t) =~, 
u(r, t) = ft, 

and then (t) _ ( t)")'-1 c r, - p r, , 
p(r, t) = h~fsl,. 

This analytical solution is symmetric around the axis of revolution (the left 
bottom corner of the picture). The problem stressed by this test case is that in 
general the discrete solution is no more symmetric. In numerical experiments 
we take (p1,P2,Rl,R2) = (1,2,0,1). The time is T = .95 x T, with 20 x 
20 cells. In following figures, the isolines of the density are plotted for the 
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Kidder problem. The numerical artifact on the axis with the one order scheme 
can not be reduced with an increase of the number of cells. This loss of 
symmetry may have a disastrous effect for "real" problems. It is the case 
for IeF computations for instance, where it is preferable to preserve the 
symmetry in order to control hydrodynamics instabilities. It is only with 
higher order scheme that this artifact may be reduced. It is clear that the 
use of DGM with (;:::) four Gauss points improves a lot the quality of the 
computation, regarding to this criterion. On this very particular test case the 
five points scheme seems to give poorer result than the four points scheme, 
but still much better than the one point scheme. 

Through numerical experiments, we have computed that the error follows 
more or less the law II U - U il:c IIL2 ~ C1 Llt + C2Llxd with d = 1 for one Gauss 
point and d = 1.7 for four Gauss points. 
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1 Introduction 

The numerical simulation of polymer processing problems requires impor­
tant computer ressources making essential the development of very efficient 
numerical techniques. Among the difficulties, the viscoelastic nature of poly­
mers is the most important. Nonlinear multi-mode differential models exist 
to describe their behaviour, but their hyperbolic (convective) nature makes 
numerical simulations quite difficult. The presence of free surfaces in prob­
lems such as injection molding process, extrusion die swell, coextrusion, etc. 
further enhance the complexity. 

The discontinuous Galerkin method (also known as the Lesaint-Raviart 
method [LR]) allows the solution of convective equations in a very efficient 
manner. We have introduced this method in this field in 1989 (see Fortin­
Fortin [FF]). Since then, it has been succesfully used thoughout the world. 

2 Description of the problem 

Let u denote the Cauchy stress-tensor defined as u = -pI + 211B..y(U) + 
T = -pI + 211B..y(U) + 2:~=1 Ti, where p is the pressure, 11B a shear viscosity 
called "solvent" viscosity, u is the velocity field and ..y(u) the rate of strain 
tensor. The extra-stress tensor T has been decomposed into n modes T i so 
that the characterization of the polymer can be more accurate. A modified 
elastic-viscous stress splitting (DEVSS) method [GF] is introduced to ease 
the choice of the discretization spaces. This requires the explicit introduction 
(and discretization) of a tensor variable d which is nothing but the gradient 
tensor: 

d=Vu (so that ..y(u) = (d ~ If)) (1) 

The fluid is assumed to be incompressible and inertia forces are neglected. 
The conservation equations are then expressed as : 
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(3) 

The vector J stands for mass forces usually neglected. Note that in the con­
servation of momentum equation 2, the a-terms on both sides cancel out. 
However, in the discrete problem, the a-terms will have different discretiza­
tion and the slight difference between these terms has a stabilization effect 
on the discretization. The parameter a is a priori arbitrary but if properly 
chosen, it will improve the overall convergence of the algorithm (see [FGP)). 

To close the above system, we introduce a constitutive law that relates 
the velocity field to the extra-stress tensor. We have selected the Phan-Thien 
and Tanner (PTT) model [PTT] where each mode T i of the viscoelastic 
extra-stress tensor T is a solution of: 

( aT i t) ( EAi ( ») . ( ) Ai at + u· VTi - Vu· Ti - Ti' Vu + 1 + 'f/tJ, tr Ti Ti = 2'f/tJ,'Y u 

(4) 
In equation (4), Ai and 'f/tJ, are the relaxation time and the corresponding 
viscosity of the ith mode while E is a characteristic parameter (fluid depen­
dent). The Newtonian case is obtained by using only one mode (n = 1) and 
by setting A = O. 

In presence of free surfaces, a pseudo-concentration method is used re­
quiring the solution of the extra equation: 

a: +u·VF=O (5) 

3 Discretization 

3.1 The four-field Stokes problem 

The discretization of the different variables is not a simple task since compat­
ibility conditions exists. Indeed, even in the one mode Newtonian case, sys­
tem 1-4 is a four-field Stokes problem for the discretized variables Uh,Ph, Th 

and dh • Their respective discretization must therefore satisfy a generalization 
of Brezzi's condition [DBF] for the usual velocity-pressure formulation of the 
Stokes problem. For a complete discussion, we refer the reader to Fortin­
Guenette-Pierre [FOP]. The chosen discretization is illustrated in figure 1. 

When a free surface is present, system 1-4 is completed with equation 5. 
The variable Fh is approximated by piecewise linear polynomials as for Th 

and dh • Note the similarity between the constitutive equation 4 and the 
pseudo-concentration equation 5. Both these equations are suitable for the 
discontinuous Galerkin method which is now briefly described. 

3.2 The discontinuous Galerkin method 

We will only describe the method for the pseudo-concentration keeping in 
mind that a similar treatment is applied to equation 4. We consider the more 
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general time-dependent case. A fully implicit second order Gear scheme is 
used for the time derivative. In stationary problems, the time derivative is 
simply removed. 

We suppose that the velocity field 'Uh is known (from a previous iteration 
for example) and we define the inflow boundary 8K- with respect to the 
velocity field as: 

where nK is the outward unit normal vector to the boundary 8K. 

where FJ: = Fh is the solution at time n (droping the superscript n), F;; is 
the value of Fh at time tn in the element adjacent to the inflow boundary and 
F;:-l and F;:-2 are the values of Fh at previous time steps. This results in a 
small linear system on each element K. However, the resolution of this system 
requires the knowledge of the quantity F;; on elements adjacent to 8K- so 
that a particular numbering of the elements is necessary. A perfect numbering 
is not always possible. In presence of recirculation zones for example, the best 
possible numbering is provided and the elements are swept many times so 
that the resolution can be seen as a block relaxation method. 

Similarly, for each mode Ti in the constitutive equation, we have to solve 
the following non linear system of size 9 x 9 in 2D, 12 x 12 for axisymmetric 
problem, and this on each element: 

Each mode Ti" is computed separately. A Newton method is used to linearize 
the system on each element. 
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3.3 Solution of the global system 

System 1-4 can be very large. In the next section, numerical results will be 
presented with up to 6 modes in the constitutive equation so the number of 
degrees of freedom increases very quickly, even for two-dimensional problems. 
It thus prohibits the Newton-Raphson method as a solver because it would 
require the construction of a huge Jacobian matrix. 

We have thus introduced Newton-Krylov iterative schemes for the solution 
of the global system (see Fortin-Zine-Agassant [FZA)). The idea is to use the 
Generalized Minimal Residual (GMRES) method to solve the linear system 
in the Newton method. Iterative methods do not require the Jacobian matrix 
itself but only its product J d with various descent directions d. This product 
is then approximated by a finite difference, avoiding the explicit construction 
of J. 

4 Numerical results 

4.1 Stationary fluid flow 

The first application is a classical benchmark problem for viscoelastic fluid 
flow problems. The geometry is a planar 8 to 1 contraction. Meshes with 
1277 to 2976 elements were used to assess the convergence with mesh size. 
Moreover, birefringence fringes were obtained in order to make comparison 
between numerical and experimental results. A high density polyethylene was 
characterized and the resulting spectrum had 6 modes which were used in the 
numerical simulations. Figure 2 provides the comparison for an apparent wall 
shear rate of 48s-1 , showing good qualitative agreement with experimental 
results. 

P1T Model 

Figure2. Comparison between experimental and numerical results ('Yaw = 48s- 1) . 
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4.2 I>ie s1Vell 

This is a first example with a free surface. Here again, it is a classical problem 
typical of the behaviour of viscoelastic fluid. In this case, the geometry is 
axisymmetric and is represented in figure 3. A polymer is extruded at the 
exit of a die and tends to swell. For Newtonian fluid, the swell ratio is between 
12 to 13%. However, for polymer, the swelling ratio can increase up to 300%. 

The pseudo-concentration F allows the computation of the interface on a 
fixed mesh. Figure 3 shows a 21% swelling for an Oldroyd B (to = O,'fJs/('fJs + 
'fJv) = 1/9) fluid at We = 1. 

II 
Figure3. Pseudo-concentration at We = 1. 

4.3 I>eformation of droplets 

This is an example of a time-dependent free surface problems (see Beliveau [DBF]) 
for more details). A circular cylindrical drop of radius Rd is placed inside a 
two dimensional rectangular geometry and is subjected to a shearing velocity 
field of the form described in figure 4. The parameter 'Y is a shearing coef­
ficient. The capillary number Ca is defined by Ca = 771CRd where 'TIm is 

o 
u=· T 0=0 

Figure4. Initial geometry and boundary conditions. 

the viscosity of the surrounding fluid and C is the surface tension coefficient. 
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When the capillary number is greater than a critical value, the drop breaks 
more or less rapidly into smaller droplets. Figure 5 illustrates the case where 
Ca is slightly larger than the critical value. 

Figure5. Interface F = 1/2 and streamlines at t = 8, t = 17 and t = 25. 

5 Conclusion 

In this paper, we have briefly discussed the numerical strategy and presented 
numerical results in various problems showing the potential of the proposed 
method based on the Discontinuous Galerkin method. 
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Abstract. We consider discontinuous in time and continuous in space Galerkin 
finite-element methods for the numerical solution of reaction-diffusion differential 
equations. These are implicit methods that require the solution of a system of 
nonlinear equations at each time node. In this paper, we explore the use of Krylov­
subspace techniques for the iterative solution of the linear systems tha.t arise when 
these nonlinear systems are solved by means of Newton-type methods. It is shown 
how these linear systems depend on the choice of the basis functions used for the 
time discretization. We demonstrate that Krylov-subspace methods can be sped 
up considerably by employing an orthogonal basis for the time discretization and 
by combining the Krylov iteration with a suitable block preconditioner. Results of 
numerical experiments are reported. 

1 Introduction 

Many fundamental models in science take the form of time-dependent nonlin­
ear reaction-diffusion differential equations. Examples include the modeling of 
domain walls in ferromagnetic materials, predator-prey models, the descrip­
tion of superconductivity in liquids, the modeling of the famous Belousov­
Zhabotinsky reaction in chemical kinetics, the modeling of flame propagation, 
and the modeling of the spread of rabies in foxes. As well as being impor­
tant for physical modeling purposes, solutions of reaction-diffusion equations 
can also exhibit complex and beautiful behavior arising primarily from the 
competition between reaction and diffusion and the nonlinear nature of the 
equations. However, the numerical solution of reaction-diffusion equations is 
correspondingly difficult. 

In this paper, we consider systems of D reaction-diffusion equations con­
sisting of d, 1 ~ d ~ D, parabolic equations and D - d ordinary equations 
for the jRD-valued function u = [uih:Si:5D: 

~Ui at - 'V . (€i(U, x, t) 'VUi) = fi(U, x, t), (x, t) E il X jR+, 1 ~ i ~ D, 

Ui(X, t) = 0, (x, t) E oil X R+, 1 ~ i ~ d, (1) 

u(x,O) = uo(x), x E il. 
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Here, Q is a convex polygonal domain in ~N, where N E {I, 2, 3}, with 
boundary aQ. We assume that there is a constant f > 0 such that 

fi(U,x,t) ~ f for 1 ~ i ~ d and fi(U,x,t) == 0 for d < i ~ D. 

Note that, in (1), there is no parabolic smoothing in the D - d "singular" 
equations. To compute numerical solutions of systems of the form (1), we 
employ the finite-element space-time discretization of (1) called the discon­
tinuous Galerkin method (dG method); see, e.g., [2,3,10] and the references 
given there. The reason for employing space-time finite element methods is to 
take advantage of the new approach to computational error estimation based 
on residuals and variational analysis; see [3,4]. Let q ~ 1 be an iI;1teger. The 
dG(q) method uses discontinuous (in time) approximations that are piecewise 
polynomials of degree at most q in time and piecewise linear polynomials in 
space. The approximations are allowed to be discontinuous at the time nodes, 
but for fixed time, they are continuous in space. It is well known that dG(q) 
methods offer a number of advantages over their continuous counterparts. 
These advantages include an increased convergence order at the time nodes, 
better behavior for long-time integration of parabolic problems, and the easy 
implementation of adaptive spatial grids that are changed with time. On 
the other hand, dG(q) methods can be significantly more expensive than the 
corresponding continuous Galerkin methods, especially when no attention is 
paid to the linear algebra problems that actually dominate the computational 
costs. In this paper, we explore the use of Krylov-subspace methods for the 
linear algebra problems arising in discontinuous Galerkin methods. 

2 Discontinuous Galerkin Discretizations 

For simplicity, from now on we write fi(U) = fi(U, x, t) and li(u) = li(U, x, t). 
We partition [0,00) as 0 = to < ti < t2 < ... < tn < ... , denoting each time 
interval by In := (tn-l. tn] and time step by kn := tn -tn-i. To each interval 
In, we associate a triangulation Tn of Q. Note that Tn is allowed to change 
across time nodes. 

The dG(q) approximations are polynomials of degree at most q in time 
and piecewise polynomials in space on each space-time "slab" Sn = Q x In. 
In space, we let Vn C (HJ(Q))d X (Hi(Q))D-d denote the space of piecewise 
linear continuous vector-valued functions vex) E RD defined on Tn, where 
the first d components of v are zero on aQ. Then on each slab, we define 

q 

W~ := {w(x,t) I w(x,t) = I:tiVj(x), Vj E V n , (x,t) E Sn}. (2) 
j=O 

Furthermore, we let w q denote the space of functions defined on the space­
time domain Q x R+ such that vis" E w~ for n ~ 1. Note that functions in 
w q are generally discontinuous across the discrete time levels, and we denote 
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the jump across tn by [w]n = w;; - w;; where w; = lim.-+t,,:I: w(s). Finally, 
P n : L2(il) -+ Vn denotes the L2-projection operator onto V n, and (.,.) is 
the L2(Q)-inner product. 

The dG(q) approximation to the solution of (1) is then defined as the 
function U = [Uih~i~D E W q that satisfies U o = Po Uo and for n 2: 1, 

it" ((Ui,Vi)+(fi(U)V'Ui,V'Vi»)dt+ ([Ui]n-l,Vt) = it" (fi(U),Vi)dt 
tn-l tn_l 

for all v = [vih9~D E Wa, 1 ~ i ~ D. 
(3) 

In practice, some of the integrals in (3) are computed using quadrature. In 
particular in space, we evaluate the integrals involving some form of mass 
matrix, i.e., (Ui,Vi), ([Ui]n-l,Vt), and (fi(U),Vi), using the lumped mass, 
or composite trapezoidal rule, quadrature. The choice of this quadrature rule 
is dictated by stability considerations; see [4]. 

Equations (3) defining the dG(q) approximation result in a large sparse 
system of nonlinear equations that needs to be solved on each space-time 
slab Sn. For this task, we use an inexact Newton method combined with 
preconditioned Krylov-subspace iterations to obtain an approximate solution 
of the large sparse linear system for the Newton direction that needs to be 
solved at each Newton iteration. In the next section, we discuss the structure 
of these linear systems for the special case of the dG(1) method. 

3 Structure of the Linear Systems for the Case q = 1 

For simplicity, from now on, we assume that the (i'S in (1) are all constant, 
and that the triangulation T = Tn of Q is the same for all time nodes. 
The usual nodal basis associated with T is used for the spatial functions 
in the ansatz space (2). In the sequel, we consider only the dG(1) method. 
Extensions to dG(q) methods with q 2: 2 will be described elsewhere. 

For each space-time slab Sn, we need to solve the nonlinear system 

Fn(U) = 0, where U = [U~;; ] , 
n-l 

(4) 

for the approximate solutions U;; and U~_l corresponding to the right and 
left end point of the interval In = (tn-l' tn]. Note that (4) is a system of 2Dm 
equations for a total of 2Dm unknowns, where m denotes the the number of 
grid points in the triangulation T of Q. 

Each step of a Newton method applied to (4) requires the solution of a 
linear system with the Jacobian matrix J = DF n(U) of F n(U). It turns out 
that the structure of J depends on the choice of the basis function for the 
time discretization in the ansatz space (2). Recall that for dG(1), the approx­
imation is linear on each time interval In so there are two basis functions for 
each In. 
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First, we consider the usual nodal basis functions that are 1 at one end 
point and 0 at the other end point. In this case, the Jacobian matrix J is of 
the form 

_ 1 [B -B] kn [EA EA/2] 
IN- 2 B B +3" EA/2 EA -knRN· (5) 

Here, A and B are the stiffness and mass matrix associated with the spatial 
discretization, and E := diag({l, {2, •.• , (D). Note that, in (5), the first term 
corresponds to the time-derivative part in (1), the second term to the diffusion 
part in (1), and the third term to the reaction part in (1). In practice, mass 
lumping is used, so that B is a diagonal matrix. Moreover, for equidistant 
regular spatial grids, B = I is the identity matrix. The matrix RN has 
nonzero elements only in a total of 4D - 1 diagonals. 

A second standard choice for the time basis functions is an orthogonal 
(on In) basis where one function is constant on In and the other is the linear 
function with the values 1 and -1 at the end points tn-l and tn of In. For the 
general dG(q) method, the orthogonal basis is given by the first q+1 Legendre 
polynomials (translated from [-1, 1] to In). In this case, the Jacobian matrix 
is of the form 

(6) 

Finally, a third choice is to use a "mixed" basis with the nodal basis for 
the solution U and the orthogonal basis for the test functions v in (3). The 
resulting Jacobian is now of the form 

[ B 0] kn [ EA 
JM = 0 B +"6 3EA (7) 

Note that the mixed basis makes the time-derivative part of JM block­
diagonal. The mixed basis is used in the reaction-diffusion solver Cards [5,6]. 
The motivation for this choice is that in (7), J M becomes a very simple matrix 
as the time step kn is reduced. In fact, for equidistant regular spatial grids, 
B = I and thus JM -+ I as kn -+ O. This is exploited in Cards, in the sense 
that the time step is reduced every time the Krylov-subspace linear solver 
does not converge or converges too slowly, so that the linear system becomes 
easier to solve. However, this strategy often results in the use of exceedingly 
tiny time steps that are dictated solely by the linear algebra, but not by the 
dG(1) discretization. We now demonstrate that such an "artificial" reduction 
of the time step can be easily avoided by employing the orthogonal basis for 
the time discretization and by combining the Krylov iteration with a suitable 
block preconditioner. 

The convergence of Krylov-subspace methods depends on the spectral 
properties of the coefficient matrix of the linear system to be solved; see, 
e.g., [9] and the references given there. For the numerical results presented in 
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this paper, we use the TFQMR Krylov-subspace method [8]. Convergence re­
sults for TFQMR can be found in [7]. It turns out that the spectral properties 
of the three matrices (5)-(7), which result from the three described choices 
of the basis functions for the time discretization, are vastly different. In par­
ticular, the matrix (6) corresponding to the orthogonal basis usually has a 
spectrum that is most amenable to Krylov-subspace iterations. Moreover, we 
note that the sparsity of the matrices (5)-(7) is dominated by the stiffness 
matrix A in the diffusion part. Thus the orthogonal basis also leads to the 
sparsest Jacobian matrix (6) with roughly half as many nonzero entries as 
the two other matrices (5) and (7). This helps to further reduce the compu­
tational costs of the Krylov-subspace method. Therefore, we recommend the 
choice of the orthogonal basis. 

4 Preconditioning 

In order to speed up Krylov-subspace methods, the basic iteration is com­
bined with preconditioning. The key idea is that instead of the original linear 
system, J u = b, the Krylov-subspace iteration is applied to the precondi­
tioned system 

(MIl J M;l) u' = MIl b, 

and the solution of the original system is then obtained as u = M;l u'. The 
matrix M = Ml ·M2 is called the preconditioner. It needs to be such that sys­
tems with Ml and M2 are "easy" to solve and that the spectrum of the pre­
conditioned matrix, MIl J M;l, is more amenable to the employed Krylov­
subspace method. The latter requirement usually means that the eigenvalues 
of MIl J M;l should be clustered around the point 1 and bounded away 
from the origin 0 in the complex plane. 

We now discuss two simple preconditioners for the Jacobian matrices aris­
ing in the dG(I) method. As explained, in the previous section, we use the 
orthogonal basis. Furthermore, we scale the second block row and the sec­
ond block column of Jo in (6) by v'3 so that the stiffness matrix is equally 
weighted. The resulting Jacobian matrix is 

(8) 

A simple, but often efficient preconditioner is SSOR. It has the advantage 
that due to the so-called Eisenstat trick [1], this preconditioner can be im­
plemented so that it requires only little extra computational work, compared 
with the work per iteration for the unpreconditioned system. The idea is to 
split the matrix J = L + ..4 + U into its strictly lower part L, its diagonal 
part ..4, and its strictly upper part L. The SSOR preconditioner is then given 
by 
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However, for the linear systems arising in the dG(I) method applied to 
reaction-diffusion systems (1), SSOR only leads to marginal speed-ups. 

The key to obtain an efficient preconditioner is to first reorder the linear 
system and then to use a block variant of SSOR. Note that in J u = b 
with J given in (8), there are 2D unknowns per spatial grid point. However, 
in (8), these unknowns are not grouped together, but rather they are spaced 
m - 1 apart, where m is the number of spatial grid points. We now reorder 
J so that all unknowns associated with each spatial grid point are grouped 
together. This reordering is done by means of a permutation matrix P. We 
then consider the following block-wise splitting of the resulting reordered 
matrix: 

pT JP = Ls +..::1s + Us. 

Here, ..::1s is a block-diagonal matrix with 2D x 2D diagonal blocks, Ls is 
strictly lower block-triangular, and Us is strictly upper block-triangular. The 
block-SSOR preconditioner is then given by 

Ml = pT (Ls + ..::1s) ..::181, M2 = p (Us + ..::1s). 

5 Numerical Examples 

In this section, we report numerical results for two representative exam­
ples. In both cases, the spatial domain is the two-dimensional unit square 
n = [0,1] x [0,1], and a regular equidistant mesh is used for n. We stress 
that the preconditioners discussed in this paper can also be employed in the 
more general situation when the mesh points change across time nodes. 

The first example is a predator-prey model; see, e.g., [11,12]. More pre­
cisely, we use a model that is analyzed in [12]. This is a system of the form (1) 
with D = d = 2 and functions 

where a1, a2, a3, a4 > ° are real parameters. For our numerical tests, we 
set a1 = 0.25, a2 = 2, a3 = 1, and a4 = 3.4. Furthermore, in (1), the 
diffusion coefficients are the constants £1 = £2 = 0.01. A 64 x 64 grid is used, 
resulting in m = 632 = 3969 spatial grid points and a total matrix size of 
2Dm = 15876. In Figute 1, we show the relative residuals for four TFQMR 
runs with the same matrix. The first run is without preconditioning, the 
other three runs are with SSOR, block-diagonal (M1 = I, M2 = ..::1s), and 
block-SSOR preconditioning. Clearly, block-SSOR results in the most efficient 
preconditioner. 

The second example arises form the bistable equation; see, e.g., [4] and 
the references given there. This is an equation ofthe form (1) with D = d = 1 
and /1(uI) = Cl! (Ul - uV. For our tests, we chose the constant Cl! = 1111.111 
and the constant diffusion coefficient £1 = 1. We use a small 16 x 16 grid with 
m = 152 = 225 grid points, resulting in a total matrix size of 2Dm = 450. The 



Using Krylov-Subspace Iterations in Discontinuous Galerkin Methods 333 

10' r-----~------~-------r------,-----_r~~====~~~ 
,

- - No precondHioning , 
.". SSOR 

10° .=.-:"'P'-' 
. _. Block-diagonal 
- Block-SSOR 

10'" 

10'" 

",., .. : '\ 
I : ... ----'" 

'~, , , 
, 
I., 

......... 

.', ... 
", 

, 
.. 
----I 

~ ----, , , , 
,-, 

.",. 
, 

-., 

""-, 

.... 
., ....... . 

.. .. , 
\~---- .. '" .. .. 

"-

10~L--L--~~~--~-------L--~--~------~------L-__ ~ 
o 50 100 150 200 250 300 

Number of matrix-vector muHiplications 

Fig.!. TFQMR residual history for predator-prey example 

small grid was chosen so that we can compute the complete spectrum of the 
unpreconditioned and the block-SSOR preconditioned matrix. In Figure 2, we 
show the resulting spectra. Note that the unpreconditioned matrix has eigen­
values on both sides of the origin, causing TFQMR to converge slowly, while 
block-SSOR nicely clusters the eigenvalues about 1. In Figure 3, we show the 
relative residuals for TFQMR runs with the unpreconditioned matrix, SSOR, 
block-diagonal, and block-SSOR preconditioning. 
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Introduction 
This brief account will call attention to a line of research which stretches 

over 40 years, and which appears now to be joining the mainstream of work on 
the discretization of linear partial differential equations .. The first in a series of 
papers [1] describing the Method of Cells, now called the Cell Discretization 
Algorithm (CD or CDA), was published in 1959. 

H. Swann, starting in the mid-'80's, has made many major contributions 
to CD, perhaps most significantly in his proofs of convergence and his error 
estimates for many important paradigm problems in PDE. We shall, however, 
restrict this sketch mostly to the author's own efforts, since he is not able to 
do justice to the mathematics developed by Swann, who indeed has described 
his own work in many papers, e.g., [11]. 

The Mortar Element Method (MEM), introduced in recent years by Ma­
dayet al., [8] is one of the Discontinuous Galerkin Methods (DGM) and, as 
such, is an outgrowth of the Finite Element Method (FEM). The FEM was 
originally formulated in terms of an ensemble of elementwise approximations 
assembled in such a way that the global approximation of the solution is 
continuous across element interfaces. The MEM relaxes these constraints in 
a particular way which is quite close to that used in CD. Approaches using 
similar ideas were put forward in 1977 by Raviart and Thomas [5] and by 
Dorr in 1989 [7]. In the sections which follow, we shall describe the successive 
formulations of CD which were reported or published by the author on the 
dates shown. 

The problem domain il is subdivided into a set of K sub domains (cells) 
{ilk} of arbitrary shape, with k = 1, ... , K. Between each pair of cells, ilk 
and ilm there is an interface rkm . The labels (k, m) are restricted to pairs of 
contiguous cells, i.e., neighboring cells that share an interface with nonvan­
ishing measure. In each cell, the true solution is approximated by a specified 
function of the main argument x and a finite set of parameters {Okl'}' with 
1-1= 1, ... ,Mk. 

Uk = fk(X, Ok1, Ok2,"" OkMk ) == Uk(X, Ok) 

In ilk, the PDE to be solved is: 

(1) 
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The double arrow over the a indicates that a is a diadic. On nm, the general 
interface condition is given in terms of:: 

(3) 

and it is: 

(4) 

1959 [1] 
The basic functional q,o first tried was of least-squares form and was equal 

to 

K 

q,o==L 
k=l 

(5) 

which generates K separate problems. To connect these separate problems 
together to form one global problem, we impose the constraints (4) in a least­
squares sense by forming the composite functional: 

K 

q,=L 
k=l 

f [£k(Uk)]2 dnk + A L 
nk km 

(6) 

This approach was abandoned in the early 1960's because (1) there was 
no obvious way to choose a (scaled) value for A and (2) the Euler equation 
resulting from the variation of the original functional leads to fourth-order 
equations having too many solutions. 

1967 [2] 
The classical variational functional for a self-adjoint PDE (i.e., for which 

bk = 0), is 

q,o = L J [iVUk . ci,., . VUk + i c uZ - dk Uk] dnk 
k nk 

(7) 

The interface constraints are now imposed weakly, in the sense of func­
tional analysis. We introduce a linearly independent set of weight functions 
defined on each interface, viz., {Wkma(X)} with a = 1, ... , Lkm and x E rkm. 
(Wmka == Wkma). The interface constraints are then: 
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J W"'mer t1B"'m dr"'m = 0 
rkm 

a= 1, ... ,L"'m 

We next assume linear approximations for the u'" 's: 

Mk 

u",(x, 0",) = L O"'~tP",~(x) 
~=1 

(8) 

(9) 

and with these approximations, the problem is then that of finding a station­
ary point of the quadratic <Po in the space of the degrees of freedom {O"'}' 
subject to a system of linear constraints on them. 

In matrix-vector form, the discrete functional is: 

K 

<Po = L [~Or S"'O'" - orn] 
k=l 

with 

[S",l~v == J {vtP"'~ . '(h . vtP"'v + c'" tP"'~ tPkv }dil"'i 
nk 

(10) 

[T",l~ == J tP"'~ d", dil", 
nk 

(11) 

The interface conditions become, in matrix-vector form: 

(12) 

with 

[U"'mler~ == J w"'merB2m(tPk~)dr"'m 
rkm 

(13) 

with corresponding formulas for k and m interchanged. 
A composite functional incorporating the constraints, using Lagrange 

multipliers, is: 

(14) 
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1971 [3] 
The foregoing formulation of CD was reported at the Dundee Biennial 

Conference in 1971. The complete functional ifJ in (14) is indefinite in the 
O's and A's. An iterative method to solve the discrete equations, reported 
at the Dundee Biennial Conference of 1971, was not satisfactory. but was 
subsequently replaced by an effective procedure. 

1972 [4] 
To avoid the difficulties of indefinite system matrices associated with the 

use of Lagrange multipliers, we reduce the constraints to identities. We com­
pute from {Ukm} and Sk a set of matrices {Vkm} and Zk with the following 
properties: 

(15) 

where it is understood that p and q label contiguous neighbor cells ilp and ilq 
of the cell ilk. By introducing new variables, {Pk} and {O'kp}, and replacing 
the O's according to 

Ok = L Vkp [O'kp + Wkp] + ZkPk 
p[k] 

(16) 

(where p[k] labels the contiguous neighbors of ilk, etc.) The constraint equa­
tion (12) reduces to O'km - O'mk = O. so that the constraint amounts only to 
identifying O'km and O'mk as the same variable in subsequent differentiations. 

The resulting discrete equations reduce to two disjoint sets in the two sets 
of unknowns {Pk} and {O'km}: 

AkPk = ZlTk 

AkmO'km + L HkmpO'kp + L HmkqO'mq = Gkm (17) 
p[k]~m q[m]¢k 

where 

Ak == ZlSkZk; Hkpq == Vk~SkVkq; Akm == Hkmm + Hmkk 

Gkm == - L HkmpWkp - L HmkqWmq + Vl'mTk + V!kTm (18) 
p[k] q[m] 

The first equation in (17) may be solved cell-by-cell, since all these equa­
tions are disjoint. Hence, the P's may be regarded as intra cell variables. How­
ever, since the second equation of (17) links each O'km (on nm) with the O"s 

on all the faces of the two contiguous cells of which rkm is the interface, the 
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O"'s may be regarded as interface variables. This system of equations is not 
in general p-cyclic. 

1982 [6] 
The 1982 paper, including the results of the 1972 report, was based on 

the same algorithm described there, but the discrete equation system for the 
O"'s was solved with the Generalized Conjugate Gradient algorithm, using the 
diagonal blocks {Akm} as preconditioners, instead ofSOR. New studies were 
made here of the effect on accuracy of choice of basis set, cell size, number 
of moment collocations and number of intracell degrees of freedom (the e's). 
Two and three dimensional problems were solved. 

1991 [9] 
The basic algorithm was extended to nonselfadjoint equations (and sys­

tems), which made it necessary to introduce a functional depending on primal 
and dual unknowns {upd and {Udk}, basis sets {¢>pkl'(X)} and {¢>dkl'(X)}, 
etc. Several convection-diffusion problems with boundary layers were solved 
with this setup. 

1994 [12] 
To allow for variable coefficients of the PDE and of the boundary con­

ditions, a nested adaptive Gauss quadrature procedure was included to do 
the quadratures where needed. It thus became feasible not only to deal with 
the arbitrary coefficients, but also to admit basis and weight functions much 
more general than polynomials. By using basis sets which include asymptotic 
features, boundary singularities, such as those arising from boundary layers, 
cracks, boundary condition discontinuities, reentrant corners, etc., the over­
shoot, or "ringing" can be entirely, or almost entirely eliminated without the 
need for local refinement. 

1998 [13] 
Full discretization in space-time was done by the standard CD proce­

dure. The domain of the problem was decomposed into rectangular cells so 
that the space-time problem domain was regarded as having been divided 
into "spacelike" slabs (in the sense of relativity), and the procedure was to 
step through the slabs, one-by-one, each time solving the (implicit) space­
like problem. Various test problems and classical wave-propagation problems 
were solved in this way. 
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Abstract. In this presentation, we perform further investigation on the least square 
procedure used in the discontinuous Galerkin methods developed in [2] and [3] for 
the two-dimensional Hamilton-Jacobi equations. The focus of this presentation will 
be upon the influence of this least square procedure to the accuracy and stability of 
the numerical results. We will show through numerical examples that the procedure 
is crucial for the success of the discontinuous Galerkin methods developed in [2] and 
[3], especially for high order methods. New test cases using p4 polynomials, which 
are at least fourth order and often fifth order accurate, are shown, in addition to 
the p2 and p3 cases presented in [2] and [3]. This addition is non-trivial as the 
least square procedure plays a more significant role for the p4 case. 

1 Introduction 

The two-dimensional Hamilton-Jacobi (HJ) equations we consider in this presenta­
tion is given by 

CPt + H(cp"" cpy) = 0, (1) 

In [2], a discontinuous Galerkin finite element method for solving (1) is con­
structed from the Runge-Kutta discontinuous Galerkin finite element methods de­
veloped in [1] for solving conservation laws. It is further investigated in [3]. This 
method has the flexibility of treating complicated geometry by using arbitrary tri­
angulations, can achieve high order accuracy with a local, compact stencil, and are 
well suited for efficient parallel implementation. 

Equation (1) is in some sense equivalent to the following conservation law system 

if we identify 

{ 

Ut + H(u,v)z = 0, 
Vt + H(u,v)y = 0, 
(u,v)(x,y,O) = (u,v)O(x,y), 

(u, v) = (cp"" cpy). 

(2) 

(3) 

However, one should be careful to boundary conditions when this equivalency is 
used. 

From this equivalence, we have used in [2] cp as the solution variable (i.e. we 
approximate cp in each cell K by a polynomial of degree at most k), updating 
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the degrees of freedom of this polynomial via (2) and (3) by the Runge-Kutta 
discontinuous Galerkin finite element methods in [1] for solving conservation laws. 

One important step in the method is the least square procedure. We face an 
over-determined system when we update the degrees of freedom of the polynomial 
(k> 1) for cp via (2) and (3). This system is solved in a least-square sense: 

lI(cp", - u)2 + (CPII - v)2I1Ll(K) = min 1I(.,p", - u)2 + (.,pll - v)2I1Ll(K) (4) 
tf>ep"(K) 

at each time step. 
In [3], it is proven that the above least-square procedure does not destroy the L2 

stability of the discontinuous Galerkin method applied to the system of conservation 
laws. In fact, 

In this presentation, we will ta.ke a careful look at this least-square procedure. 
We remark that numerical tests for the p2 and p3 cases in [2] and [3] have shown 
the important role of the least square procedure on the accuracy and stability of 
the method. We develop and test the method for the p4 case in this presentation, 
which has a much greater in:lluence from the least square procedure, as 6 degrees 
of freedom will be eliminated by this procedure. Examples for smooth problems as 
well as those with discontinuities are presented. 

2 Numerical Examples 

Because of space limitation we will only show two numerical examples in this section 
for the p4 case. The first example is chosen to show that the accuracy of the 
solution is not compromised by the least square procedure (which eliminates 6 
degrees of freedom). It also shows the non-oscillatory property in the presence 
of discontinuities in the derivatives. Notice that no nonlinear limiters are used in 
these runs. The second example shows the importance of the least square procedure: 
without it the method is not stable or convergent. 

2.1 Two-Dimensional Burgers' Equation 

The two dimensional Burgers' equation is 

{ CPt + (CP'''+~II+1)2 = 0, -2 < x < 2, -2 < V < 2, 
cp( x, V, 0) = - cos ("'("'2+ 11») (5) 

with periodic boundary conditions. 
We use this problem to test the accuracy for p4 case. Four types of meshes 

are tested, the first one is uniform rectangular meshes; the second is non-uniform 
rectangular meshes obtained from a tensor product of one dimensional nonuniform 
meshes (the meshes in two directions are independent) which is obtained by ran­
domly shifting the cell boundaries in a uniform mesh in the range [-O.lh, O.lh]; the 
third type is uniform triangular meshes, shown in Fig. 1, left, for the case h = 1/4; 
and the last one is non-uniform triangular meshes, shown in Fig. 1, right, for the 
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Fig. 1. Triangulation for 2D Burgers' equation. Left: uniform mesh with h = ~; 
Right: non-uniform mesh with h = 1. 

coarsest case h = 1, where h is just an average length, the refinement of the meshes 
is done in a uniform way, namely by cutting each triangle into 4 smaller similar 
ones. 

For uniform rectangular meshes, the errors and orders of numerical accuracy 
are listed in Table 1. 

Table 1. Accuracy: Burgers' equation, uniform rectangular mesh. 

p. with least-square w/o least-square 
NxN L1 error order Loo error order L1 error order Loo error order 
10 x 10 9.73E-04 - 2.43E-03 - 5.75E-04 - 3.02E-03 -
20 x 20 3.55E-05 4.78 1.66E-04 3.87 4.07E-05 3.82 2.16E-04 3.81 
40 x 40 1.86E-06 4.25 1.89E-05 3.14 2.41E-06 4.08 2.26E-05 3.26 
80 x 80 1.54E-07 3.60 1.16E-06 4.03 1.53E-07 3.98 1.42E-06 3.99 

160 x 160 1.16E-08 3.73 7.04E-08 4.04 9.54E-09 4.00 8.83E-08 4.01 

For non-uniform rectangular meshes, the errors and orders of numerical accu­
racy are listed in Table 2. 

For uniform triangular meshes, the errors and orders of numerical accuracy are 
listed in Table 3. 

For non-uniform triangular meshes, the errors and orders of numerical accuracy 
are listed in Table 4. Here, we also continue the computation to t = 1.5/7r when 
the derivative of cp develops discontinuities; results are in Fig. 2. 
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Table 2. Accuracy: Burgers' equation, non-uniform rectangular mesh. 

p" with least-square W / 0 least-square 
NxN L' error order L oo error order L' error order L oo error order 
10 x 10 9.14E-04 - 3.03E-03 - S.70E-04 - 3.S7E-03 -

20 x 20 4.32E-OS 4.40 3.01E-04 3.33 4.25E-OS 3.75 3.14E-04 3.62 
40 x 40 2.0SE-06 4.40 3.16E-OS 3.25 2.49E-06 4.09 3.S0E-OS 3.17 
SO x SO 1. 54E-07 3.74 2.17E-06 3.S6 1.5SE-07 3.9S 2.40E-06 3.S7 

160 x 160 2. 11E-08 3.76 USE-07 3.SS 9.S4E-09 4.01 1.66E-07 3.S5 

Table 3. Accuracy: Burgers' equation, uniform triangular mesh. 

p" with least-square w/o least-square 
h L' error order L oo error order L' error order L oo error order 

1/2 1.90E-04 - S.54E-04 - 4.33E-04 - 1.49E-03 -
1/4 1.03E-05 4.21 7.08E-05 3.59 4.27E-05 3.34 2.42E-04 2.62 

l/S 3.16E-07 5.03 2.09E-06 5.0S 2.71E-06 3.9S 1.77E-OS 3.77 
1/16 1.99E-08 3.99 1.63E-07 3.6S 3.20E-07 3.0S 1. 71 E-06 3.37 

1/32 1.52E-09 3.71 9.22E-09 4.14 2.85E-OS 3.49 1.60E-07 3.42 

Table 4. Accuracy: Burgers' equation, non-uniform triangular mesh. 

p" with least-square w / 0 least-square 
h L' error order L oo error order L' error order L oo error order 

1/2 1.01E-04 - 7.95E-04 - 1.16E-04 - S.46E-04 -

1/4 4.34E-06 4.54 7.20E-05 3.47 5.1SE-06 4.49 7.21E-05 3.55 
1/8 1.85E-07 4.55 3.52E-06 4.35 2.15E-07 4.59 3.86E-06 4.22 

1/16 1.03E-OS 4.17 1.41E-07 4.64 1.24E-OS 4.11 1.8SE-07 4.36 

1/32 6.56E-10 3.97 7.30E-09 4.27 9.21E-10 3.75 2.63E-OS 2.S4 
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Fig.2. Two-dimensional Burgers' equation, t=1.5/7r2 • Left: with least square; 
Right: without least square. 

We can clearly see that the errors and numerical order of accuracy at least do 
not deteriorate when the least square procedure is applied. Notice that the least 
square procedure eliminates 6 degrees of freedoms in this case. From Fig. 2 we can 
also see that the numerical solution is non-oscillatory when discontinuities appear 
in the derivatives. Notice that no nonlinear limiters are applied here. 

We have also tested the accuracy for a two dimensional nonconvex equation 

{
CPt - cos(cp", +CPy + 1) = 0, 
cp(x, y, 0) = - cos ("'("'2+ Y)) 

-2 < x < 2, -2 < y < 2, 
(6) 

with periodic boundary conditions. The results are similar to that of the Burgers' 
equation. We will not present them here to save space. 

2.2 A Problem From Computer Vision 

The equation is given by 

{ CPt +J(x,y)Jl +cP~ +cP~ -1 = 0, 
cp(x,y,O) =0 

with cP = ° as the boundary condition, see [4]. 

-1 < x < 1, -1 < y < 1 (7) 

The steady state solution of this problem is the sha e Ii hted b a source located 
at infinity with vertical direction. Take J(x, y) = 1/ 1 + (1 - lxl)2 + (1 -lyl)2; the 
exact steady solution is cp(x , y, 00) = (1-lxl)(I-lyl). A uniform rectangular mesh 
of 40 x 40 elements is used. 

We use this problem to show that the least-square procedure is important for 
our method. Fig. 3 contains the history of iterations to the steady state for the 
methods with and without least-square, we observe that the method without least­
square (shown in the right) diverges while the method with least-square (shown 
in the left) converge to the correct steady state solution. Fig. 4 contains the exact 
solution and the converged numerical solution with least-square procedure applied; 
the numerical solution is shown at left, the exact steady state solution at right. 
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Fig. 3. Computer vision problem, history of convergence. Left: with least square; 
Right: without least square. 

Fig. 4. Computer vision problem: solution cpo Left: numerical solution; Right: exact 
solution. 
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Abstract. We derive a posteriori error estimates for the nonconforming rotated 
bilinear element. The estimates are residual based and make use of weight factors 
obtained by a duality argument. Galerkin orthogonality requires the introduction 
of additional local trial functions. We show that their influence is of higher order 
and that they can be neglected. The validity of the estimate is demonstrated by 
computations for the Laplacian and for Stokes' equations. 

1 Introduction 

Nonconforming finite elements of Crouzeix-Raviart type have become quite 
popular for solving flow problems. They allow for an inf-sup-stable discretiza­
tion of the Stokes problem with mixed linear/constant finite elements. Fur­
thermore, they arise naturally from the elimination of weak continuity con­
ditions in some discontinuous Galerkin methods. 

We take for example the variational formulation for the Stokes problem 
on a domain Q c ~ 2: Find a velocity field u = (Ul' U2) and a scalar pressure 
p, such that 

a( {u, p}, {<p, q}) == (\7u, \7 <p) + (p, div <p) - (div u, q) = (I, <p) 
'v'{<p,q} E W x Q, 

where W = (V x V), V the Sobolev space Hfj(Q) and Q = L2(Q)/~. 

(1.1) 

On quadrilateral meshes with possible local refinement, we use the finite 
element space generated by rotated bilinear element Ql described in [6] for the 
discretization wI:' of W. The pressure is approximated by piecewise constants 
Qh C Q. With these spas~s, we want to find approximate solutions to Stokes' 
equation (uf:, Ph) E wI:' x Qh. This discretization is known to fulfil the 
Babuska-Brezzi stability condition. Since we do not require functions in wI:' 
to be in Hfj (Q; ~ 2), the form a(., .) is replaced by a discrete analogue. The 
discrete solution of (1.1) is thus determined by 
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ah( {uf,p}, {<p, q}) == E (V'uf, V'<P)K + E (Ph, div<p)K 
KETh KETh 

- E (divuf,q)K = (f,<p) 'v'{<p,q} E wf' X Qh. 
(1.2) 

KETh 

The forms ah(.'.) and a(.,.) coincide on the solution space W of the contin­
uous problem. Therefore, we have the Galerkin-orthogonality relation 

The main goal of this article is to ensure, that the space Wf' n W is large 
enough, such that (1.3) is feasible. 

A posteriori error estimates exploiting local auxiliary problems are pre­
sented in [2,3] for triangular elements. We take a different approach and derive 
weighted residual type estimates as described in [1,4,7]. 

2 Derivation of the error estimate 

First, we illustrate the basic concepts of error estimates for nonconform­
ing adaptive finite element schemes for Poisson's problem with homogeneous 
Dirichlet boundary conditions 

a(u,<p) == (V'u, V'cp) = (f,cp) 'v'<p E V. (2.1) 

Different boundary conditions cause no further difficulties and are omitted 
just for simplicity. For a general error measure denoted by the linear func­
tional J (.) on the space V, we define z E V, the solution of the dual problem 

J(<p) = (<p, -Llz) 'v'cp E V. 

Then, the standard approach to a posteriori error estimates for conforming 
finite element solution uf uses the error representation 

J(e) = (e, -Llz) 

= L {(f + Lluf, z - Zf)K + H[8n uf], z - zf)aK}, (2.2) 
KETh 

where e = u - uf is the error function and zf denotes a suitable projection 
of the dual solution z into the discrete space VhC • The brackets [.] denote the 
jumps across the element edges. 

The Galerkin orthogonality a(e, zf) = 0 and partial integration are es­
sential ingredients to this representation. These have to be modified for non­
conforming elements. 
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While in the triangular case the conforming finite element space is a sub­
set of the nonconforming, this is not true for quadrilaterals. Even worse, the 
intersection V,{" n V is rather small and does not allow for proper approxi­
mation. Therefore, we enrich the element Q1 by a bulb function yielding the 
trial space vf. On the unit square Ko = [-1,1]2 we have base functions 
'1/Ji(x, y) = 1, x, y, x2 - y2 and .,pB(X, y) = xy. The additional functions are 
chosen cellwise and discontinuous. All node functionals vanish on .,pB, thus it 
does not affect the continuity condition across cell boundaries. On the other 
hand, it introduces the missing base function of the Q1 element. A simple 
symmetry argument yields 

i = 1, ... ,4. (2.3) 

Since VhN rt. V and a(.,.) is not defined on VhN x VhN , we introduce the 
modified form ah for the discrete solution uf E V( 

ah(uf,cp) = "2:CV'U f,Vcp)K = (f,cp) 'VcpEV,{". (2.4) 
K 

Due to the definition of the spaces V and VhE their intersection is the standard 
conforming finite element space of continuous cell wise bilinear functions Vhc. 
Analogously to (1.3), we have the Galerkin-orthogonality relation 

(2.5) 

Choosing cp = e, integrating by parts and Galerkin orthogonality (2.5) 
yield the modified error representation 

J(e) = E {(f + Lluf, z - zf)K - ~([onuf], z - Zf)8K - ~([uf], OnZ)8K }, 
K 

for a suitable interpolation zf E V n VhE of z. onz is not necessarily constant 
along edges. Therefore, the additional jump term occurs in the corresponding 
estimate reading 

IJ(e)1 ~ 1] = "2: (WKl!K + WK'YK + iK(z)) , (2.6) 
KET" 

with the local residuals l!K, "roughness" 'YK and weights WK, WK, 

l!K = hKllf + LlufllK, WK = hI/liz - zfllK' (2.7) 

'YK = ~h~Plln. [Vuf]1I8K, 

iK(z) = ~([Uf],OnZ)aK. 

WK = hJ(1/2I1z - zfllaK' 

(2.8) 

Since the mean value of [uf] is zero along each edge, we can subtract the 
constant On Z on the right hand side, yielding higher order convergence for 
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j K (z). In practice, this term is evaluated with an approximate solution Zh, 

similarly to the weight factors. For a treatment of the unknown weights WK 

and WK see [1,4,5,7] 
Computations show, that the improvement of the discretization by the 

additional bulb is insignificant. Thus, it should be possible to extend the 
result to the standard rotated bilinear element. Because of (2.3) in the case 
of parallelograms, we can represent the solution uft with rotated bilinear 
elements as uft = uf - uf, where uf is the solution with the enriched 
element above. This may easily be extended to general quadrilaterals. We 
make use of the error estimate for the enhanced element and modify it by a 
correction term. 

Starting with the "orthogonality" relation 

(2.9) 

where <pf is the orthogonal projection of <pf into the bulb space, we derive 
the error representation 

J(e) = L {('Ve, 'V(z - zf)) K - (e, OnZ)aK} + ah(uf, z~). (2.10) 
K 

The first two terms are treated like in the last section. The last one mea­
sures the lack of Galerkin-orthogonality between v,[V and VhC and needs fur­
ther consideration. In order to estimate its size, we remark that the coeffi-

VhN , Cartesian VhN, distorted V,:v, Cartesian V,:v, distorted 
Cells a( e, <p~) red. a( e, <p~) red. Cells a(e, <p~) red. a( e, <Pk") red. 

64 1.88e-06 13.86 1.97e-06 13.11 4096 4.81e-l0 15.97 4.90e-l0 15.79 
256 1.22e-07 15.46 1.24e-07 15.96 16384 3.01e-11 15.99 3.12e-ll 15.72 

1024 7.69e-09 15.86 7.74e-0915.95 65536 1.88e-12 16.03 1.8ge-12 16.54 
Table 1. Error In Galerkin-orthogonality on rectangular and dlStorted meshes with 
reduction factors and for the enhanced element for comparison 

cients u~ and z~ defined by uf IK = u~"pff and z~ IK = z~"pff, respectively, 
behave like h2 each. Since ('V"pff, 'V"pff) = O(h2), we have by summation 
over the whole mesh 

(2.11) 

The reduction factors in Table 1 confirm fourth order convergence on rect­
angular and arbitrary meshes. Furthermore, we observe, that the constant 
involved is sufficiently small on both types of meshes. Therefore, the addi­
tional term in (2.10) may be neglected in practical computations and u~ does 
not enter the estimate at all. 
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Cells IJ(e)1 'TJ Cm/J(e) Cells IJ(e)1 'II Ci'TJ/J(e) 
256 5.99e-05 1.49e-03 4.96 4903 6.24e-06 5.65e-05 1.81 
448 5.47e-05 6.5ge-04 2.41 8683 4.40e-06 3.08e-05 1.40 
814 3.86e-05 3.30e-04 1.71 15823 1.81e-06 1.65e-05 1.83 

1489 2.1Oe-05 1.92e-04 1.83 28210 1.25e-06 9.58e-06 1.54 
2659 1.38e-05 9.92e-05 1.44 50425 5.98e-07 4.92e-06 1.65 
Table 2. Error, estIma.te and effiCiency dunng ada.ptive solutIOn. 

We investigate the efficiency of the error estimate (2.6) in an adaptive 
iteration (see Table 2). We display the error J(e) of the evaluation, the esti­
mate fJ and the efficiency index given by the ratio of both. The efficiency is 
0(1) with a small constant independent of the mesh size. 

3 Stokes' Problem 

The error estimate for Stokes' problem is derived in the same way as for the 
Laplacian. Let the bilinearform a(.,.) again be given as in (1.1). The discrete 
equations on quadrilateral meshes read 

ah( {Uf,Ph} ,{cp, q}) == E{ (Vuf, Vcp)K + (p, divcp)K 
K (3.1) 

-(divuf,q)K} = (f,cp) 'V {cp,q} E Wr: x Qh, 

Remark, that solutions {u,p} to the continuous equation (1.1) solve equation 
(3.1) for all test functions in W x Q and Wr: x Qh, respectively. We omitted 
the additional bulb functions, since they did not improve convergence of the 
Laplacian sufficiently. Furthermore, 

(3.2) 

yielding again a decoupling of the systems for uf and uf and an "orthogo­
nality" relation analogous to (2.9), 

ah( {u - uf,p- Ph}, {cpf,qh} = (Vuf, vcpf) 'V cpf E Wf,qh E Qh. 

Therefore, we apply the same method of error estimation as above. The dual 
problem determines {z, (} E W x Q, such that 

J( {cp, q}) = (cp, -Llz) + (q, div z) + (cp, V() 'V {cp, q} E W x Q, (3.3) 

yielding the error estimate 

P( {e,€})1 $ fJ = E(WK . UK + WK' 'YK + jK( {z,(}), (3.4) 
K 
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where the components are defined by 

and 

Again, by introducing appropriate mean values, it is clear that the jump 
terms do not destroy the order of the estimate. The performance of this error 
estimator is shown in Table 3. Like for the Laplacian, the efficiency indices 
are about constant and moderate. 

Cells IJ(e)1 'I Cm/J(e) Cells IJ(e)1 'I C''1/J(e) 
256 4.96e-03 9.07e-02 1.83 3754 5.07e-04 9.12e-03 1.80 
505 2.62e-03 4.98e-02 1.90 7180 2.49e-04 5.31e-03 2.13 

1009 1. 79e-03 3.72e-02 2.08 13741 1.24e-04 2.56e-03 2.07 
1963 6.84e-04 1.59e-02 2.32 , Table 3. Error, estlDlate and effiCIency for Stokes equatIOn. 
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Abstract. Two discontinuous spectral element methods for the solution of Maxwell's 
equations are compared. The first method is a staggered-grid Chebyshev approx­
imation. The second is a spectral element (collocation) form of the discontinuous 
Galerkin method. In both methods, the approximations are discontinuous at el­
ement boundaries, making them suitable for propagating waves through multiple 
materials. Solutions are presented for propagation of a plane wave through a plane 
dielectric interface, and for scattering off a coated perfectly conducting cylinder. 

1 Introduction 

High order methods are needed to solve computational electromagnetics prob­
lems accurately in the time domain [6]. Nonetheless, low order methods are 
still typically used, even though they have large dispersion errors (d. IEEE 
Trans. Antennas Propagat. 45(1997) No.3). The development of new meth­
ods has traditionally concentrated either on low order unstructured algo­
rithms that have poor phase properties but can handle both complex ge­
ometries and material interfaces, or on high order finite difference methods 
that have good phase error properties, but are difficult to apply in complex 
geometries. High order finite difference methods have not found significant 
application because they are difficult to apply to complex geometries or when 
material discontinuities are present [6]. 

Recent advances in the development of spectral multi domain and spectral 
element methods for CFD and computational aero acoustics have resulted in 
methods that can use arbitrarily high order approximations in complex ge­
ometries [3,2,4]. Spectral methods, which use high order orthogonal polyno­
mial approximations for the solution unknowns, are well known to have excel­
lent phase properties [1]. By using spectral methods in a multi domain context, 
where the polynomial approximations are applied locally within subdivisions 
of a complex geometry, the methods can be made geometrically flexible.The 
use of spectral approximations that are discontinuous at domain interfaces 
enables the computation of wave propagation in discontinuous media, while 
retaining the compactness of the approximation at sub domain interfaces. 

In this paper we show how high order discontinuous spectral element 
methods (DSEM's) can be used effectively for the solution of Maxwell's equa­
tions when material discontinuities are present. We will consider two similar 
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spectral approximations for solving the equations on unstructured quadrilat­
eral grids. The first method is the staggered-grid approximation of Kopriva 
and Kolias[3], which is a collocation method that uses Chebyshev polyno­
mial expansions and different approximation spaces for the fluxes and solu­
tions. The second is· a spectral element (collocation) form of the discontinuous 
Galerkin method. 

The methods are applied to two problems. The first is the propagation of 
a plane electromagnetic wave through a planar material discontinuity. Both 
methods are shown to give exponential convergence for this problem. The 
second problem is the computation of the radar cross-section of a perfectly 
conducting cylinder that is coated with a thin dielectric. The solutions to this 
problem are compared to the exact series solution. 

2 Problem formulation 

Maxwell's equations can be written in conservation form as 

where 

Q = [~] , 

Qt +'\1 ·F= S, 

F. = [ ei x E ] 
I _~ x H ' 

D =fE 
B=JtH 

(1) 

(2) 

and ei represents the unit vector in the ith cartesian coordinate direction. 
The source term, S, is zero when the total wave is computed. For scattering 
problems, it is more convenient to subtract the incident wave from the solu­
tion and solve only for the scattered wave. In the scattered-wave formulation, 
the source term becomes 

S= [(Jt-l-'re/)8~i/at] 
(f - fre/) 8E" / at 

(3) 

where the vector [Hi Ei f is the incident wave propagating in the reference 
medium denoted by ref. 

To approximate the solution of this system, we subdivide the domain 
of interest into non-overlapping quadrilateral sub domains , or elements. The 
elements can have a general quadrilateral shape, to enable the accurate res­
olution of curved boundaries with a minimum number of elements. 

Each element is mapped individually onto a square/ cube by a local isopara­
metric transformation, x = rCe).Under this transformation, the equations 
become 

(4) 

The new variables in (4) are 
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Q = JQ, S = JS 

F=(ai xak)·F= (F,G,fI) (5) 

where ai = :[. and J is the Jacobian ofthe transformation. 

3 Spectral discretization 

The approximation of the system (4) by the staggered-grid Chebyshev method 
is presented in detail in [3], so it will not be described here. In two space 
dimensions, the discontinuous Galerkin approximation approximates the so­
lution and the fluxes by the polynomials 

N N 

Q (e, 1]) = E Q/1,,,f/J/1,'" F (e, 1]) = E F /1,,,f/J/1," (6) 
/1,,,=0 /1,,,=0 

where f/J/1," = £/1 (e)£" (1]). The Lagrange interpolating polynomials,£;, are 
defined at the Legendre Gauss quadrature points. The nodal values of the 

flux are computed from the nodal values of the solution, i.e. Fi,j = F (Qi'i) 
The residual is required to be orthogonal to the approximation space 

locally within an element, so 

where (-, .) represents the usual L2 inner product. 
Integration by parts gives 

(Qt,f/Ji,i)+ f f/Ji,i F .NdS-(F,\Ief/Ji,i) = (S,f/Ji,i) i,j=O,l, ... ,N (8) 
aE 

where 8E represents the boundary of the element. 
To solve these equations as a collocation method, the integrals in (8) are 

replaced by Legendre-Gauss quadrature 

1 N f v (e, 1]) ded1] = .~ v (ei,T/i)WiWj "Iv E P2N+1,2N+1 (9) 
-1 ",=0 

This replacement is exact provided that the element sides are straight. For 
straight sides, the transformation x = r(e) is bilinear. The products of the 
metric derivatives or Jacobian with f/Ji,jf/J/1," are polynomials in P2N+1,2N+1, 
making all quadratures exact. If the sides are curved, however, an additional 
quadrature error is incurred, just as in the CO spectral element method. The 
advantage gained by using quadrature is the ability to keep the mass matrix 
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diagonal and hence make practical the use of high order elements that are 
efficient for wave-propagation problems. 

After some manipulation, the final approximation in two space dimensions 
IS 

dQi.j + [F (1 n.) ® + F (-1 n.) lie-I) _" F . (l:,l,,)N] + 
dt ' ·'3 Wi ' .'J Wi L.- /-1,3 Wi 

/-I 

[G (~. 1) ~ + G(~· -1) ~ - "G . (ti,tV)N] = § .. 
.. " W . "" W . L.- /-1,3 W . ',3 J J /-I J 

where the discrete inner product is the Gauss quadrature 

N 

(u,v)N = LUiViW; 
;=0 

(10) 

(11) 

Both spectral approximations require the evaluation of the flux along the 
element edges. Since the solution is not collocated on the edges, the values 
come from evaluating the interpolants of the solution. The interpolants from 
each side differ at the element faces. The difference is resolved by solving a 
Riemann problem for the flux. The Riemann problem for Maxwell's equations 
is discussed in detail in [5]. Given two states QL and QR, the resolved flux 
for a dielectric interface or continuous medium can be written as 

{

A (yLEL_ilXHLl+(yRER+ilXHR) 
F. n = n x y +yk 

_. (ZLHL+ilxEL1+(ZRHR-ilXER) 
n x Z +ZR 

(12) 

In eq. (12), Z = .J"ii7f and Y = liZ. Once the normal flux is computed, the 
fluxes in (10) can be easily constructed. 

Boundary conditions can be applied just as they are in a finite volume 
method (e.g. [5]) by applying appropriate external conditions to the Riemann 
solver. For the solutions presented here we use an external layer of damping 
elements to treat external radiation boundary conditions. These damping 
elements use a rest state as the external solution to the Riemann problem at 
the outer boundary. Within the elements, the solution is damped by adding a 
term -o:R(e, TJ)Q to the right side of (4). Here, 0: is a positive constant and R 
is a function that increases as the outer boundary is approached. This term 
causes waves propagating through the damping elements to decay before and 
after the waves reflect off the outermost boundary. 

Both spatial approximations were integrated in time with a fourth order 
low-storage Runge-Kutta method. 

4 Examples 

In this section, we present two examples to show the effectiveness of discon­
tinuous spectral element methods for the solution of Maxwell's equations in 
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Fig. 1. Propagation of a plane electromagnetic pulse through a material interface. 
The mesh is shown at the left, with the two materials differentiated by white and 
gray. Contours of Ez are shown on the right for two times. 

inhomogenous materials. The first example is the propagation of a plane wave 
through a planar dielectric interface. The second problem is the computation 
of the radar cross-section of a perfectly conducting cylinder that has been 
coated with a dielectric material. 

The first example solves the propagation of a Gaussian plane wave through 
a discontinuous dielectric interface where fR / fL = 2. Fig. 1 shows the mesh 
and computed solution at two times. For this problem, the exact solution was 
used at the exterior boundaries so that only approximation errors would be 
present. The convergence of the error of the two approximations is shown in 
Fig. 2. We see that both methods are exponentially convergent but that the 
staggered-grid approximation requires about two polynomial orders higher to 
get the same error as the discontinuous Galerkin solution. 

In the second example, the radar cross-section (RCS) of a perfectly con­
ducting cylinder of radius a coated with a dielectric of thickness a/2 is com­
puted. Within the coating, the dielectric constant, f, is 2.54 the free-space 
value. Figure 3 shows the geometry and mesh in the neighborhood of the 
cylinder. Beyond the area shown is a single layer of large damping elements 
that extends out to 14 cylinder diameters. Fig. 4 shows the radar cross-section 
of the TM mode at ka = 1 for an eighth order computation, where k is the 
wave number. The computed solutions are compared to the exact series solu­
tion. We find that the maximum relative error in the RCS is 1.8 X 10-3 for the 
discontinuous Galerkin approximation and 4.7 x 10-3 for the staggered grid 
solution. Thus, the discontinous Galerkin approximation is about a factor of 
two and a half times more accurate, even with the loss of accuracy coming 
from the curved element boundaries. 
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Fig. 2. Maximum error for propagation of a plane electromagnetic pulse through a 
material interface. Circles represent the discontinuous Galerkin solutions, squares 
the staggered-grid Chebyshev errors. Solid lines represent errors on the left of the 
interface, dashed lines represent errors on the right. 

Fig. 3. Element mesh for the computation of the radar cross section of a perfectly 
conducting cylinder coated with a dielectric in the neighborhood of the cylinder. 
The coating is shown in gray. 
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Fig.4. Radar cross-section for a dielectric-coated perfectly conducting cylinder for 
ka = 1. Theta is the scattering angle relative to the positive x-axis 

5 Conclusions 

Two similar spectral collocation methods have been used to compute solu­
tions to Maxwell's equations. The first method is a staggered-grid Chebyshev 
collocation approximation. The second is a collocation form of the discontinu­
ous Galerkin method. Examples were presented showing that the methods are 
exponentially convergent for the computation of waves propagating through 
material discontinuities. It was found that the spectral discontinuous Galerkin 
approximation is more accurate than the spectral staggered-grid approxima­
tion, even with curved element sides. 
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Abstract. This article considers a posteriori error estimation of specified function­
als for first-order systems of conservation laws discretized using the discontinuous 
Galerkin (DG) finite element method. Using duality techniques, 'we derive exact 
error representation formulas for both linear and nonlinear functionals given an as­
sociated' bilinear or nonlinear variational form. Weighted residual approximations of 
the exact error representation formula are then proposed and numerically evaluated 
for Ringleb flow, an exact solution of the 2-D Euler equations. 

1 Introduction 

A frequent objective in numerically solving partial differential equations is 
the subsequent calculation of certain derived quantities of particular interest, 
e.g., aerodynamic lift and drag coefficients, stress intensity factors, etc. Con­
sequently, there is a considerable interest in constructing a posteriori error 
estimates for such derived quantities so as to improve the reliability and ef­
ficiency of numerical computations. For an introduction to a posteriori error 
analysis see Eriksson et al. [9], related work by Estep et al. [13], Parashivoiu 
et al. [15], and the recent report ofOden and Prudhomme [14]. For hyperbolic 
problems and applications in fluid mechanics see Johnson et al. [12], Giles et 
al. [10], Becker and Rannacher [4] and Siili [16]. 

This article revisits the topic of a posteriori error estimation of prescribed 
functionals with special emphasis and consideration given to nonlinear sys­
tems of conservation laws discretized using the discontinuous Galerkin (DG) 
finite method, see for example Johnson and Pitkaranta [11], Bey and Oden 
[5], and Cockburn et al. [7,8]. In a departure from this previous work, our 
DG formulation for systems of conservation laws uses entropy symmetriza­
tion variables as discussed in detail in the companion papers by the second 
author [3,2,1]. 

In Section 2, we briefly review the abstract model for a posteriori error 
estimation of functionals. Next, we consider the DG method for nonlinear 
systems of conservation laws and derive concrete error estimates in terms 
of element residual and weight formulas. Section 4 numerically assesses the 
sharpness of these estimates for the specific example of Ringleb flow which 
has a known exact solution via hodograph transformation. 
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2 A Posteriori Error Estimation of Functionals 
Abstract model problem. In this section, we give an abstract presentation 
of a posteriori error estimation for functionals based on duality techniques. 
Consider the following abstract variational problem: find U E X such that 

A(g;u,v) = 0 V v E X, (2.1) 

and the corresponding discrete problem: find Uh E Xh such that 

(2.2) 

Here X is a suitable function space, Xh C X is a discrete space, for instance, 
discontinuous piecewise polynomials of degree k, and g some prescribed data. 
Note that boundary conditions are weakly imposed in the variational state­
ment thus permitting both U and v to reside in X. For brevity, we sometimes 
write A(Uh,Vh) = A(g;uh,Vh). Our objective is to estimate the error 

(2.3) 

in a given functional M(.). The first step is to derive an error representation 
formula. 

Error representation: linear case. We first assume that A(·,·) and M(·) are 
both linear. To derive a representation formula for the error (2.3), we intro­
duce the dual problem: find iP E X such that 

A(v,iP) = M(v) V vEX. 

Setting v = U - Uh in (2.4) yields 

M(u) - M(Uh) = M(u - Uh) 
= A(u - uh,iP) 
= A(u - Uh, iP - 1rhiP) 
= A(u,iP - 1rhiP) - A(Uh,iP - 1rhiP) 
= -A(Uh,iP-1rhiP) 

(2.4) 

(linearity of M) 
(2.4) 

(orthogonality) 

(linearity of A) 
(2.1), 

where 1rhiP E X is an interpolant of iP. Thus we have the error representation 
formula 

(2.5) 

Error representation: nonlinear case. Consider now the case of a nonlinear 
variational form A(·,·) and functional M(.). To perform the analysis given 
above, we introduce the following mean value linearizations 

A(g; u, v) = A(g; Uh, v) + A(g, Uh, u; U - Uh, v) V v EX (2.6) 
M(u) = M(Uh) + M(Uh'U;U - Uh), (2.7) 
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and the dual linearized problem: find if! E X such that 

A(g,uh,UjV,if!) = M(Uh,UjV) V vEX. 

In addition, we have the following orthogonality relation 

A(g,uh,UjU - Uh,Vh) = 0 V Vh E Xh· 

(2.8) 

(2.9) 

Proceeding in the same fashion as above, using simplified notation for brevity, 

M(u) - M(Uh) = M(u - Uh) 

= A(u - uh,if!) 

= A(u - Uh , if! -lI'hif!) 

= A(u, if! -lI'hif!) - A(Uh' if! - 1I'hif!) 

= -A(Uh, if! -lI'hif!), 

thus yielding the following final error representation formula 

M(u) - M(Uh) = -A(gjUh, if! -lI'hif!). 

(2.7) 

(2.4) 

(2.9) 
(2.6) 
(2.1) 

(2.10) 
Abstract a posteriori error estimates. Starting from (2.5) or (2.10), we derive 
various error estimates by estimating the right hand side of (2.10) using 
standard inequalities. Later, the sharpness ofthese inequalities is numerically 
assessed. Consider the following sequence of direct estimates 

IM(u) - M(Uh)1 = ILAT(gjUh,if!-lI'hif!)1 (2.11) 
T 

$ L IAT(gj Uh, if! - lI'hif!)1 (2.12) 
T 

$ LRT(Uh)' WT(if!), (2.13) 
T 

where AT(-'·) denotes the restriction of A(·,·) to the element T. Further 
RT(Uh) is a computable estimate of the residual of Uh on T, and WT(if!) is 
a weight on T describing the local influence of if!, both are defined below. 

3 A Posteriori Error Estimates for the DG Method 
First-order nonlinear system. Consider the prototype conservation law prob­
lem: find U : il -+ IRm such that 

L(u) = l(u),r&; = 0 in il, (3.14) 
A-(njg,u)(g-u)=O onr, 

where il is a domain in IRd with boundary r with local exterior normal vector 
nand A(nju) == nd:u is the flux Jacobian matrix. In addition, A(njg,u) 
denotes the mean value matrix obtained from the Volpert path integration 

A(njs,t) = 11 A(njt+O(s-t» dO (3.15) 
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and P±(n; s, t) the associated characteristic projectors. Throughout, we as­
sume that U denotes the symmetrization variables so that the matrices .A are 
necessarily symmetric. 

Next, consider a finite element tessellation T of a composed of nonover­
lapping elements n, T = Un, n n 7j = 0, i =f. j and rT the tessellated 
boundary. The prototype system can be restated in variational form 1: find 
U E X such that 'V v E X 

A(g;u,v) = I: (L(u),V)T + (.A-(n;g,u)(g- u),v}&TnrT (3.16) 
TET 

+ (P-(n; u_, u+)[f(nj u)]~, V-}&T\rT) 

Note that other mathematically equivalent formulations are possible by group­
ing together terms element-wise and edge-wise. The above particular grouping 
has been chosen as it reflects a discrete balance of conserved quantities on an 
element-by-element basis. In Section 4, we briefly revisit the possibility of al­
ternate groupings although our numerical results show that the element-wise 
grouping presented above yields superior estimates. 

A posteriori error estimate residuals and weights. A straightforward appli­
cation of Cauchy-Schwarz inequality (with ..40 introduced from entropy sym­
metrization theory for dimensional consistency) (3.16) yields the following 
element residuals RT and weights WT for use in (2.13) 

[ 
IIL(Uh)IIA-l T 1 

RT(Uh) = IIP-(n~u_,hu+,h)[!(n~u'h)]~IIA;;l,8T\rT 
IIA-(n,g;uh)(g - uh)IIA-- 1 [1 

o , T 

[ 
IItP - 1rhtPliA T 1 

WT(tP) = IItP - 1rhtPIIAo,8~\rT 
IItP - 1rhtPlIAo,rT 

(3.17) 

(3.18) 

Approximating the dual problem. The weight formulas (3.18) require the cal­
culation of the quantity tP - 1rhtP from the dual problem which requires a 
priori knowledge of both u and Uh for use in the mean value linearizations 
(2.6) and (2.7). Since u is not generally known, we supplant this calculation 
with the approximate discrete counterpart to (2.8): find tPh E Xh such that 

A(g,uh,uh;Vh,tPh) = M(Uh,Uh;Vh) 'V v E Xh. (3.19) 

Observe that A(g,uh,uh;V,tPh) and M(Uh,Uh;Vh) are precisely the Jaco­
bian linearized forms of the respective operators. Using the techniques de­
scribed in Barth [3,2], exact Jacobian derivatives of the DG scheme for sys­
tems of conservation laws have been derived and used in all subsequent cal­
culations. We have investigated the computation of the needed dual solution 
terms using two different techniques: 

1 In actual implementations it is desirable to use an integrated-by-parts form (see 
for example [3,2]) so that exact discrete conservation is achieved on elements with 
inexact quadrature and/or path integration (3.15). 
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(1) High-order approximation. Suppose u~k) denotes a numerical solution 

computed in Xkk ). Embed u~k) in Xk'), I > k and approximate iP - 7r~k)iP ::::::: 

iP~) - 7r~k )iP~). This technique is employed in the calculations given below. 
(2) Recovery post-processing. Let R~)iP~k) : Xkk ) 1-+ Xk') denote a recovery 

operator, approximate iP - 7r~ k) ::::::: R~) iP~k) - iP( k), I > k. Recovery operators 
based on local compact supported least-squares fitting are considered in a 
forthcoming report by the present authors. 

4 Numerical Results 
To evaluate the accuracy of the error representation formulas given in Sect. 2, 
Ringleb flow (an exact solution of the 2-D Euler equations obtained via hodo­
graph transformation, see [6]) is computed in the channel geometry shown in 
Fig. 4.1(a). Next, the vertical force component exerted on the channel walls 

r .... 
(a) Coarsest triangulation (b) Primal solution iso- (c) Dual solution iso-
(342 elements). density contours. density contours. 

Fig.4.1. Ringleb flow test problem. Primal and dual solutions calculated using the 
DG discretization with cubic elements for the vertical force functional M.p(u). 

is computed from the functional 

M~(u) = f (!If·n)p(u)dl (4.20) 
Jrw&JI 

with p(u) the fluid pressure and !If a constant vertical vector. Iso-density 
contours of the Ringleb primal and dual solutions are given in Figs. 4.1(b-c) . 

We now evaluate the validity and sharpness of the error estimate formulas 
(2.11)-(2.13) and (3.18). In Fig. 4.2 we graph for constant (a) and linear (b) 
approximation: (0) the exact error; (x) estimate (2.11); (t.) estimate (2.12); 
(V') estimate obtained from element-edge form of (3.16); (D) estimate (3.18). 
In all cases the dual problem is defined by (3.19) and solved using cubic 
polynomials. The difference between (0) and (x) is caused by linearization, 
i.e., replacing u in (2.8) by Uh to get (3.19). This appears to be a very small 
error. Next, the more significant loss due to use of the Triangle Inequality is 
graphed in (t.). This prevents cancellation between elements. Further error is 
introduced via Cauchy-Schwarz (D) thus preventing cancellation within the 
element. Finally, note that the element based estimate (t.) is notably superior 
to the element-edge based estimate (V'), where in the latter case contributions 
are grouped together in such a way that element conservation is violated. 
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Fig. 4.2. Ringleb How problem. Sharpness of error estimate inequalities for the 
vertical force functional (4.20). 
Based on our numerical experimentation, we propose the adaptive method: 

• Evaluate a stopping criterion via IA(Uh, tP - 1I"htP)nl . 
• Evaluate an adaptation criterion via IA(Uh' tP - 1I"htP)TI. 

In addition, the adaptation criterion may be further improved by the use 
of sharpened variants of the Triangle and Cauchy-Schwarz Inequalities. We 
consider these topics further in a forthcoming paper. 
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Abstract. In this presentation we explore a recently introduced high order dis­
continuous Galerkin method for two dimensional incompressible flow in vorticity 
streamfunction formulation [8]. In this method, the momentum equation is treated 
explicitly, utilizing the efficiency of the discontinuous Galerkin method. The stream­
function is obtained by a standard Poisson solver using continuous finite elements. 
There is a natural matching between these two finite element spaces, since the nor­
mal component of the velocity field is continuous across element boundaries. This 
allows for a correct upwinding gluing in the discontinuous Galerkin framework, 
while still maintaining total energy conservation with no numerical dissipation and 
total enstrophy stability. The method is suitable for inviscid or high Reynolds num­
ber flows. In our previous work, optimal error estimates are proven and verified by 
numerical experiments. In this presentation we present one numerical example, the 
shear layer problem, in detail and from different angles to illustrate the resolution 
performance of the method. 

1 Introduction 

The two-dimensional time dependent incompressible N avier-Stokes and Euler equa­
tions in vorticity streamfunction formulation we consider in this presentation is 
given by 

1 
Wt + V . (uw) = Re..:1w 

..:1"" = w, (1) 

with periodic boundary conditions (Re=oo for the Euler equations). Other bound­
ary conditions can also be handled, see [8]. 

A discontinuous Galerkin method for solving (1) has been developed by the 
authors in [8]. We first emphasize that, for Euler equat.ions and high Reynolds 
number (Re ::> 1) Navier-Stokes equatio~ (1), it is advantageous to treat both 
the convective terms and the viscous terms explicitly. The methods discussed in [8] 
are stable under standard CFL conditions. Since the momentum equation (the first 
equation in (1)) is treated explicitly in the discontinuous Galerkin framework, there 
is no global mass matrix to invert, unlike conventional finite element methods. This 
makes the method highly efficient for parallel implementation. As any finite element 
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method, our approach has the :flexibility for complicated geometry and boundary 
conditions. The method is adapted from the Runge-Kutta discontinuous Galerkin 
methods discussed by Cockburn et al. in a series of papers, see for example [3], [4], 
[6] and other papers in this volume. 

The main difficulties in solving incompressible :flows are the incompressibility 
condition and boundary conditions. The incompressibility condition is global and 
is thus solved by the standard Poisson solver for the streamfunction "p using con­
tinuous finite elements. One advantage of our approach is that there is no matching 
conditions needed for the two finite element spaces for the vorticity w and for the 
streamfunction "p. The incompressibility condition, represented by the streamfunc­
tion "p, is exactly satisfied pointwise, and is naturally matched with the convective 
terms in the momentum equation. The normal velocity u·nis automatically contin­
uous along any element boundary, allowing for correct upwinding for the convective 
terms and still maintaining a total energy conservation and total enstrophy stability. 

In [8], a proof is given for L2 stability, both in the total enstrophy (L2 norm 
of the vorticity) and in the total energy (L2 norm of the velocity), which does not 
depend on the regularity of the exact solutions. For smooth solutions error estimates 
are also obtained in [8]. 

We brie:fly describe the setup of the method here. More details can be found in 
[8]. 

We start with a triangulation Th of the domain G, consisting of polygons of 
maximum size (diameter) h, and the following two approximation spaces 

V; = {v: v IKE pk(K), 'VK E Th }, W;,h = V; nCo(G), (2) 

where pk(K) is the set of all polynomials of degree at most k on the cell K. 
For the Euler equations ((1) with Re=oo), the numerical method is defined as 

follows: find Wh E V; and "ph E W;,h, such that 

(8tWhV}K-(WhUh·\7V)I(+ L:(uh.nWhV-}e = 0, 'Vv E V;, (3) 
eE8K 

-(\7"ph . \7rp) = (Wh rp), 'Vrp E W;,h, 

with the velocity field obtained from the stream function by 

Uh = \7J."ph. 

(4) 

(5) 

Here (-) is the usual integration over either the whole domain G or a sub domain 
denoted by a subscript. Same thing for 11·11 for the L2 norm. 

Notice that the normal velocity Uh' n is continuous across any element boundary 
e, but both the solution Wh and the test function v are discontinuous there. We 
take the values of the test function from within the element K, denoted by V-. 

The solution at the edge is taken as a single valued flux Wh, which can be either 
a central or preferably a upwind biased average. In this presentation we use the 
(global) Lax-Friedrichs upwind biased flux defined by 

Uh . nWh = t [Uh . n (wt + wi;") - a (wt - wi;") 1 (6) 

where a is the maximum of IUh . nl globally. Other fluxes can be found in [8]. 
Navier-Stokes equations (1) can be handled in a similar way, with the additional 

viscous terms treated by the local discontinuous Galerkin technique in [4]. The 
detail can be found in [8], together with stability proofs, error estimates and some 
numerical examples. 
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2 A Numerical Example 

In this section we describe a detailed numerical study of the double shear layer 
problem. This problem, proposed in [1], has become a popular numerical benchmark 
problem for numerical methods of incompressible Hows. The problem is to solve the 
Euler or Navier-Stokes equations (1) in the domain [0,211'] x [0,211'] with a periodic 
boundary condition and an initial condition: 

{ .5COS(x)-!seCh2«Y-1I'/2)/P) y$1I' 
w(x, y, 0) = .5 cos(x) + ~ sech2«311'/2 - y)/ p) y > 11' (7) 

where p and .5 are two small parameters measuring the width of the shear and the 
magnitude of the perturbation. We take .5 = 0.05 in all the tests in this section. 

We refer to [5] for a comparison with nonlinear ENO schemes, and to [7] for a 
comparison with upwind-central schemes. 

The following four scenarios are considered in this section. 
The first scenario is the thin shear layer defined by Brown and Minion in [2], 

corresponding to p = 11'/100. This is in c<;mtrast to the thick shear layer corre­
sponding to p = 7r/15 in their paper . We perform the numerical simulation for this 
thin shear layer with Reynolds number Re=2000/211', as was used in [2]. A uniform 
rectangular mesh of 256 x 256 cells is used for the Pl/Ql (referring to PI in the 
vorticity space and Ql in the stream function space). And a uniform rectangular 
mesh of 162 x 162 cells is used for the P2/Q2. We can see froin Fig. 1 that the 
How is completely resolved for time up t = 12. This is at a much later time than 
the numerical experiments performed in [2], where they showed that a second or­
der Godunov upwind projection method with 256 x 256 points produces spurious 
nonphysical vortices. 

Fig. 1. Contour of vorticity w at t = 12. 30 equally spaced contour lines between 
w = -12 and w = 12. Thin shear layer corresponding to p = 11'/100. Re=2000/211'. 
Left: PI/Ql lOesult with 256 x 256 cells; Right: P2/Q2 result with 162 x 162 cells; 
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The second scenario is the same thin shear layer p = 71"/100 with a much higher 
Reynolds number Re=70000/271". The simulation result with a uniform rectangular 
mesh of 256 x 256 cells with P2/Q2 method up to t = 8 is shown in Fig. 2. We 
notice that our numerical method is still stable in this case. A time history for 
energy and enstrophy in Fig. 3 shows that the physical viscosity is still dominatihg 
the numerics at such high Reynolds numbers, according to the decay of energy and 
enstrophy. This indicates that the built-in numerical viscosity of the methods is 
very small. 

Fig.2. Contour of vorticity w at t = 8. 30 equally spaced contour lines between w = 
-14.5 and w = 14.5. Thin shear layer corresponding to p = 71"/100. Re=70000/271". 
256 x 256 cells with P2/Q2 scheme (left) . As a comparison, we also plot the result 
of 256 x 256 cells with Pl/Ql scheme computation with Re=20000/271" (right) . 

The third scenario is a ultra thin shear layer with p = 71"/200 with Reynolds 
number Re=20000/271". The simulation result with a uniform rectangular mesh of 
512 x 512 cells with Pl/Ql method up to t = 8 is shown in Fig. 4. We notice that 
our numerical method is still stable in this case. 

The last scenario is for the same thin layer case as in the first scenario, but this 
time we keep coarsening our mesh for any given polynomial degree in our method 
until the method becomes unstable. This way we can find the minimum number 
of cells needed for each case. We find out that we would need 175 x 175 cells for 
the Pl/Ql method to resolve the flow in this case, 150 x 150 cells for the P2/Q2 
method, and 64 x 64 cells for the P3/Q3 method. The results of the P2/Q2 and 
P3/Q3 cases are shown in Fig. 5. 

Acknowledgments: The research of the first author is supported by NSF 
grant DMS-9805621. The research of the second author is supported by ARO grant 
DAAG55-97-1-0318, NSF grants DMS-9804985, ECS-9627849 and INT-9601084, 
NASA Langley grant NAG-I-2070 and AFOSR grant F49620-99-1-0077. 



A Numerical Example of DG Method for 2D Incompressible Flows 373 

-------- -------.....,. 
-, 

------------------
---.................... 

., .. 

........... 
" 

'" 
'" " --

- ............... ""::':'.~:::.... 140 ... 
"'. 

Fig. 3. The time history of energy at left (square of the L2 norm of velocity, com­
puted by rectangle rules) and enstrophy at right (square of the L2 norm of vortic­
ity, computed by rectangle rules). Thin shear layer corresponding to p = 7r/l00. 
175 x 175 cells with pl/Ql with Re=2000/27r in dots; 150 x 150 cells with p2/Q2 
with Re=2000/27r in solid line; 64 x 64 cells with p3/Q3 with Re=2000/27r in dash­
dot line; 256 x 256 cells with pl/Ql with Re=6000/27r in dotted line; 256 x 256 
cells with p2/Ql with Re=7000/27r in dashed line 
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Fig. 4. Contour of vorticity w at t = 12. 30 equally spaced contour lines be­
tween w = -17 and w = 17. Ultra thin shear layer corresponding to p = 7r/200. 
Re=20000/27r. 512 x 512 cells with Pl/Ql method (Left); As a comparison we plot 
a 256 x 256 cells with Pl/Ql method for p = 7r/l00 and Re=20000/27r on the right. 

Fig.5. Contour of vorticity w at t = 8. 30 equally spaced contour lines between 
w = -12 and w = 12. Thin shear layer corresponding to p = 7r/l00. Re=2000/27r. 
Marginal resolution study. Left: P2/Q2 with a 150 x 150 mesh; Right: P3/Q3 with 
a 64 x 64 mesh. 
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Abstract. We present a matrix-free discontinuous Galerkin method for simulat­
ing compressible viscous flows in two- and three-dimensional moving domains in an 
Arbitrary Lagrangian Eulerian (ALE) framework. Spatial discretization is based 
on standard structured and unstructured grids but using an orthogonal spectral 
hierarchical basis. The method is third-order accurate in time, and converges expo­
nentially fast in space for smooth solutions. We also report on open issues related 
to quadrature crimes and over-integration. 

1 Introduction 

In the current work we develop algorithms for the compressible Navier­
Stokes equations in moving domains with high-order spectraIfhp element 
discretizations. We use a discontinuous Galerkin approach that allows the 
use of an orthogonal polynomial basis of different order in each element. 
In particular, we develop a discontinuous Galerkin formulation for both the 
advective as well as the diffusive components of the Navier-Stokes equations. 
The discontinuous basis is orthogonal, hierarchical, and maintains a tensor­
product property even for non-separable domains [1], [2]. Moreover, in the 
proposed method the conservativity property is maintained automatically 
in the element-wise sense by the discontinuous Galerkin formulation, while 
monotonicity is controlled by varying the order of the spectral expansion and 
by performing h-refinement around discontinuities. 

We have followed the Arbitrary Lagrangian Eulerian (ALE) framework as 
in previous works, e.g. [3-5], but with an important difference on computing 
the grid velocity. Specifically, we developed a modified version of the force­
directed method [6] to compute the grid velocity via incomplete iteration. 
We then update the location of the vertices of the elements using the known 
grid velocity. In addition to the ALE treatment, the proposed method is new 
both in the formulation (e.g. construction of inviscid and viscous fluxes, use 
of characteristic variables, no need for limiters) as well as in the discretization 
as it uses polymorphic (i.e. various shapes) subdomains. We will demonstrate 
this flexibility in the context of simulating viscous flows that require accurate 
boundary layer resolution. 

* Author to whom all correspondence should be addressed 
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2 Numerical Formulation 

We consider the non-dimensional compressible N avier-Stokes equations, which 
we write in compact form in an Eulerian reference frame as 

U t + 'il. F = Re~l'il . F" in D (1) 

where F and F" correspond to inviscid and viscous flux contributions, re­
spectively, and Reoo is the reference Reynolds number. Here the vector U = 
[P, PUl, PU 2, PU3, pelt with u = (Ul, U2, U3) the local fluid velocity, p the fluid 
density, and e the total energy. Splitting the Navier-Stokes operator in this 
form allows for a separate treatment of the inviscid and viscous contributions, 
which, in general, exhibit different mathematical properties. 

In the following, we will solve the Navier-Stokes equations in a time­
dependent domain D(t) by discretizing on a grid whose points may be moving 
with velocity U 9 , which is, in general, different than the local" fluid velocity. 
This is the so-called Arbitrary Lagrangian Eulerian (or ALE) formulation 
which reduces to the familiar Eulerian and Lagrangian framework by setting 
U9 = 0 and U9 = u, respectively [3,4]. In this context, we will review briefly 
the discontinuous Galerkin formulation employed in the proposed method. 
In the proposed formulation, no flux limiters are necessary as the entropy 
condition is satisfied in the L2-norm as has been shown theoretically in [7]. 

2.1 Discontinuous Galerkin for Advection 

Using the Reynolds transport theorem we can write the Euler equations in 
the ALE framework following the formulation proposed in [4] as 

U t + Gi i = -Uf •. U , , , (2) 

where the ALE flux term is defined as 

Gi = (Ui - unu + p[O, 61£, 62i , 63;, Ui], i = 1,2,3. 

We can recover the Euler flux F (see equation 1) by simply setting U9 = 0, 
and in general we have that Gi = Fi - UfU. Now if we write the ALE Euler 
equations in terms of the Euler flux then the source term on the right-hand­
side of equation (2) is eliminated and we obtain: 

U t + Fi,i - UfU,i = 0, (3) 

which can then be recasted in the standard quasi-linear form 

U t + [Ai - Uf 1]U,i = 0, 

where Ai = 8F;j8U (i = 1,2,3) is the flux Jacobian and 1 is the unit matrix. 
In this form it is straightforward to obtain the corresponding characteristic 
variables since the ALE Jacobian matrix can be written 

AtLE == [Ai - Uf 1] = Ri . [Ai - Uf 1] . Li , 
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where brackets denote matrix. Here the matrix A contains in the diagonal 
the eigenvalues of the original Euler Jacobian matrix A, and R and L are 
the right- and left-eigenvector matrices, respectively, containing the corre­
sponding eigenvectors of A. Notice that the shifted eigenvalues of the ALE 
Jacobian matrix do not change the corresponding eigenvectors in the charac­
teristic decomposition. 

3 

Fig. 1. Notation for a triangular element. 

To explain the discontinuous Galerkin ALE formulation we consider the 
two-dimensional equation for advection of a conserved scalar q in a region 
n(t) 

8q 
8t + 'V·F(q) - Ug·'Vq = O. 

In the discontinuous Galerkin framework, we test the equation above with 
discontinuous test functions v separately on each element (e) (see also [8,9]) 
to obtain 

(v, 8t q)e + (v, 'V·F(q))e - (v, Ug·'Vq)e 

+ [ V[i(qi' qe) - F(q) - (qup - qi)·Ug]·nds = O. 
JaTe 

(4) 

Here (.,.) denotes inner product evaluated over each element, and j is a 
numerical boundary flux [8]; the notation is explained in figure 1; quP is an 
upwind value and qi is an interior value. Notice that this form is different 
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than the form used in the work of [10] and [11] where the time derivative is 
applied to the inner product, i.e. 

at(v,q)e + (v, V'.F(q»e - (v, Ug·V'q)e - (v,qV" Ug)e 

+ f V [i(qi , qe) - F(q) - (qup - qi)·Ug].nds = O. JaT. . 
Note that from Reynolds transport theorem we have that 

at f qdn = f (qt + qV' . Ug)dn, 
In(t) In(t) 

(5) 

where the partial time derivative on the right-hand-side is with respect to 
the moving ALE grid. The difference between the forms in equations 4 and 
5 is that the different treatment of the time derivative introduces a term in 
the second case (equation (5» that involves the divergence of the grid. While 
the two forms are equivalent in the continuous case, they are not necessarily 
equivalent in the discrete case. 

To compute the boundary terms, we follow an upwind treatment based on 
characteristics similar to the work in [8],induding here the term representing 
the grid motion. To this end, we need to linearize the ALE Jacobian normal 
to the surface, i.e. [A - U~ 1] = R[A - U~ 1]L, where U~ is the velocity of the 
grid in the n direction. The term (qup - qi) expresses a jump in the variable 
at inflow edges of the element resulted from an upwind treatment. In the case 
of a system of conservation laws the numerical flux i is computed from an 
approximate Riemann solver [8]. 

In this formulation, the space of test functions may contain formally 
discontinuous functions, and thus the corresponding discrete space contains 
polynomials within each "element" but zero outside the element. Here the 
"element" is, for example, an individual triangular region 11 in the com­
putational mesh applied to the problem. Thus, the computational domain 
n = Ui 11, and 11, 1'.; overlap only on edges. We employ a spectral polyno­
mial basis as a trial basis which is orthogonal and has tensor-product form 
on triangles and quadrilaterals in two-dimensions as well as on tetrahedra, 
hexahedra, prisms and pyramids in three-dimensions (see [12] for details). 

The diffusion part is not altered by the moving grids and we refer the 
reader to [13]; also details on the new grid velocity algorithm can be found 
in [14]. 

2.2 Quadrature Crimes and Over-Integration 

Consider a space of polynomials of degree up to p used in a triangle. Then we 
define the quadrature order q = p, so that there are q+2 Gauss-Lobatto points 
in a-direction (across from the "collapsed" vertex) and q + 1 Gauss-Radau 
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points in b-direction (the other two directions). In this case, the quadrature 
rule is exact for polynomials of degree 2q in the interior of the elements (in 
non-curvilinear geometries) . All the boundary terms, i.e. boundary integrals 
and boundary fluxes are computed by the interpolation of the interior values 
to q + 1 Gauss points on each edge. This is how we match the points of 
boundary flux computations between the adjacent elements. If the orders in 
the elements are different, then the maximum number of edge quadrature 

-points should be taken for stability. In order to preserve conservativity the 
edge-fluxes need to be projected to the smaller polynomial space (between 
the two adjacent elements). We also note that on the edges the quadrature 
is exact for polynomials of degree 2q + 1. These are necessary conditions to 
guarantee the maximum possible accuracy of p + 1 as proven in [15] for the 
linear case. 

x x 

Fig.2. Density contours for Re = 10,000 and M a = 0.2. The simulation on the 
left was performed with p = q = 3 and on the right with p = 3; q = 4. 

We report here on problems that may arise due to quadrature errors 
in solving the compressible N avier-Stokes equations using the discontinu­
ous Galerkin method. In numerical experiments even with very low-order 
discretizations similar to the ones used in [16], we have found that over­
integration in computing inner products in the weak formulation is impor­
tant in obtaining asymptotically stable results, i.e. after long-time integration. 
This behavior usually occurs at relatively high Reynolds number, e.g. at flow 
past an airfoil at Re = 10,000. This is shown in figure 2 where we plot the 
case p = q = 3 on the left and the case (p = 3; q = 4) on the right . We 
see that the latter is stable, but the former develops very steep gradient very 
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close to the leading edge that renders the computation eventually unstable. 
If we simply increase both the the interpolation order and the quadrature 
order so that p = q = 4 the method still diverges, which reinforces further 
the aforementioned finding on over-integration. For a possible explanation of 
the exact nature of this behavior see [14]. 

3 Simulation of 3D Flapping Wing 

In [14] we have demonstrated exponential convergence in space and third­
order time accuracy. Here we include a 3D simulation example that shows the 
flexibility of the method in that it can sustain large grid distortions in three­
dimensions without the need for h-remeshing. We consider the flow past a 
three-dimensional wing formed by a prismatic NACA 4420 airfoil placed at 20 
degrees angle of attack. Two-dimensional subsonic and supersonic simulations 
were presented in [8]. In particular, we consider the wing moving according 
to 

u = 0; v = Acos(27rft)H(z - zo)2(z - zo)/(Lz/2); w = 0 

where z runs along the span of the airfoil, Zo = 2.5 is the reference point, 
Lz = 5 is the spanwise length of the airfoil, A = 0.5 is the amplitude of the 
motion, and f is the frequency with 27rf = 1.57; also H(z) is the Heaviside 
function. The motion we simulate resembles in some general way the flapping 
motion characteristic of insect flight [17]. We have performed simulations 
at chord Reynolds number Re = 680 and Mach number M = 0.3. The 
discretization consists of 15, 870 tetrahedra of p = 3 polynomial order and the 
time step was taken L1t = 0.00025. The origin of the reference frame is at the 
midpoint of the airfoil and the domain extends from x = -2.5 at the inflow 
to x = 7.5 at the outflow and from y :::;: -2.5 to y = 2.5 at the sides. Here 
the non-dimensionalization is with respect to the chord length (C = 2 in our 
computations) and the freestream velocity (Uoo = 1.75 in our computations). 

We present a sequence of flow visualizations during one flapping cycle 
in figure 3. We use minima of density contours to capture the vortex tubes 
that are shed off the flapping wing. We see that there seems to be a clear 
lag between the motion of the flapping wing and the visualized vortex tubes. 
The flapping motion essentially re-arranges the vortex street resulting in a 
very different lift and drag force distribution (see [14] for details). 

Finally, we conclude by commenting on the computational cost of the 
simulations. Both the two-dimensional and the three-dimensional simulations 
were run using an MPI-based parallel version of the method presented here 
with the partitioning based on a multi-level graph approach provided by the 
METIS software [18]. Specifically, the three-dimensional simulation was run 
for 33,000 time steps for a total of 50 CPU hours on 32 processors of the IBM 
SP2/P2SC system. 
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Fig.3. Density contours from the 3D flapping wing simulation corresponding to 
time t = 15.5 (top left); 16.3 (top right); 17.5 (bottom left); 18.4 (bottom right) . 
(The simulation with flapping started at t = 10.36 from a simulation with the . 
stationary configuration and the flapping period is 4 in non-dimensional units. 
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Discontinuous Galerkin for Hyperbolic 
Systems with Stiff Relaxation* 

Robert B. Lowrie and Jim E. Morel 

Los Alamos National Laboratory 
Applied Theoretical and Computational Physics Division 

Abstract. A Discontinuous Galerkin method is applied to hyperbolic systems that 
contain stiff relaxation terms. We demonstrate that when the relaxation time is 
unresolved, the method is accurate in the sense that it accurately represents the 
system's Chapman-Enskog approximation. Results are presented for the hyperbolic 
heat equation and coupled radiation-hydrodynamics. 

1 Introduction 

Many physical systems can be modeled by hyperbolic systems that contain 
relaxation terms, such as 

8t u + 8x f(u) = s(u), (1) 

where u, f(u), and s(u) are vectors oflength p. Let r represent the relaxation 
time contained in s(u). For small r, we assume that (1) can be accurately 
represented by the reduced system 

8t v + 8x g(v) = r8x [D(v)8x v], (2) 

where v and g(v) are vectors of length q, with q < p, and D(v) is a q x q ma­
trix. This reduced system is derived through a Chapman-Enskog expansion 
[1] and is sometimes referred to as the continuum or equilibrium-diffusion 
limit. 

A simple example is the hyperbolic heat equation [2,3]: 

8t u + 8x v = 0, 

8t v + 8x u = -vir. 

(3a) 

(3b) 

For small r, this system can be accurately represented by the heat equation, 
8t u = r8xxu. Although (3) appears simple, it presents a challenge for nu­
merical methods. The difficulty is that for a given mesh and timestep, an 
accurate discretization of (1) may not asymptotically reduce to an accurate 
discretization of (2) as r -+ O. 

* This work performed under the auspices of the U.S. Department of Energy by 
Los Alamos National Laboratory under Contract W-7405-ENG-36. 
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Methods for stiff systems have recently been an active area of research 
[2,4, and many others]. Such systems can be found, for example, in combus­
tion, multi-phase flows, and rarefied gas dynamics. In addition, the equations 
that govern neutron and radiation transport are stiff, where Discontinuous 
Galerkin (DG) with linear elements has been used with good success [5,6]. 
In our experience, DG performs very well for other stiff systems and in this 
paper we summarize the results of two examples. More detailed results and 
discussion are presented in [8]. 

2 The Discontinuous Galerkin Method 

In this section we give a brief outline of our implementation of DG for a 
single space dimension, with an emphasis on the source-term treatment. For 
more details, see [7,8]. Let the spatial mesh be made up of cells defined as the 
intervals [:l:m-l/2, :l:m+l/2] with .d:l:m = :l:m+l/2 - :l:m-l/2' For each cell m, 
the interval [:l:m-l/2, :l:m+l/2] is mapped to e E [-1,1] and u is approximated 
as 

A: 
ulm(e, t) = L: Um,j(t)tP;(e)· 

j=O 

The basis set {tP} are Lagrange-Legendre polynomials, with eo = -1 < el < 
... < eA: < eA:+l = 1 the Gauss-Lobatto integration points. This basis satisfies 

(4) 

so that Um,j represents the value ofthe solution with respect to cell m at ej. 
Following the 'quadrature free' approach [7], DG(k) for Eq. (1) can be 

written as 

. 1 
U + ~CBB - Cv V = S, 

,u:l:m 

where the subscript m is henceforth dropped unless needed and 

U = (Uo, U l , ... ,UA:+l?, B = (Fm_l/2,Fm+l/2)T, 

S = (so, s1, ... ,SA:+l)T, V = (fl' f2' ... ,fnv)T, 

Sj = s(Uj), fj =f(u(er,t)). 

(5) 

To account for the possible nonlinearity of f(u), its volume integral is ap­
proximated using ny-quadrature points, at locations {eV }, with nv ;::: k + 1. 
The matrix C B is (k + 1) x 2 and Cv is (k + '1) x nv. Both ofthese matrices 
are independent of the particular element and can be computed once and 
stored. 

The quantity F m+l/2 == F(Um,A:+l, Um+l,O) is any suitable flux function. 
At least in this study, the wave decomposition in the flux solver is based on 
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the 'frozen' flux f(u), as opposed to including any effects of the 'equilibrium' 
waves defined by g(v). This issue is discussed further in [8]. 

The time integration is carried out using a simple predictor-corrector 
approach. For the predictor, (5) is discretized as 

U n+!/2 un 1 __ ---,_-__ + --C B n - C yn = Sn+I/2 
l1t/2 l1xm B V , 

where the superscript-n denotes the time-level. The corrector-step is 

u n+1 un 1 --,---- + --C B n+I/ 2 - C yn+I/2 = OSn+! + (1 - o)sn 
L1t L1xm B V , 

where 0 :::; 0 :::; 1. We typically use 0 = 1 (fully implicit), which in general is 
only first-order in time. An alternative is 0 = 1/2 (Crank-Nicholson), which 
is nominally second-order when the relaxation time is resolved, but is well 
known to give oscillatory behavior if the relaxation time is unresolved. In 
practice, if the relaxation time is unresolved, a fully implicit treatment is 
sufficiently accurate since the remaining terms are treated with second-order 
accuracy [8]. 

Note that each step is point implicit, where by 'point' we mean a single 
U j . It is critical that the basis satisfy (4); otherwise, in general, the method 
would be implicit over all (k + I)-values of U j within an element. 

3 Hyperbolic Heat Equation 

In this section we present results for (3) on the domain x E [0,1], with 
periodic boundary conditions, and the initial condition u = v = cos(27rx). 
For reference, we compare with a high-resolution (HR) finite-volume method 
that uses a central-difference slope reconstruction and the time-integrator 
presented in the previous section. 

The DG results were run at a Courant number of 0.3 (stability limit is 
1/3), while the HR results used a Courant number of 0.8 (stability limit is 
1). The time-integrator used 0 = 1/2, although little difference was observed 
in the values of u with 0 = 1. No slope-limiting was applied in either method. 

Figure 1 shows the results for two values of l' and the final time set to 
0.01/1'. The exact total amount of damping is the same for both cases. The 
results show that DG( 1) is fairly independent of 1', whereas for l' = 1 X 10-5 , 

the HR results are significantly over-damped, even for 80-mesh cells. 

4 Radiation Hydrodynamics 

The non-relativistic Euler equations of gas dynamics, coupled with a gray 
PI-model of radiation transport, can be written in non-dimensional form as 
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(b) r = 1 x 10-5 , t = 1000 

Fig.1. Results for the hyperbolic hea.t equation. DG(l) and HR used the same 
time integrator. 

[9,10] 

8t p + 8:r:(pv) = 0, 

8t (pv) + 8:r:(pv2 + p) = -PSF, 
8t (pE) + 8:r: [(pE + p)v] = -PCSE, 

8t Er + C8:r:Fr = CSE, 
8t Fr + ~C8:r:Er = CSF, 

(6a) 

(6b) 

(6c) 
(6d) 

(6e) 

where p is the material density, v the velocity, E the total material specific 
energy, p the material pressure, Er the radiation energy density, and Fr the 
radiation flux. The coupling terms are given by 

SE = O't{r - Er) + O'tE{Fr - ~EEr)' 
SF = -O't(Fr - ~EEr) + O't~(r - Er), 

(6f) 

(6g) 

where O't is the flow-length scale over the photon mean-free-path and T is the 
temperature. There are two non-dimensional constants in this system: 

where c is the lightspeed, aR the radiation constant, and '00' denotes reference 
conditions, with aoo the reference soundspeed. 
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For large tTt, (6) can be approximated by 

OtP + o:c(pv) = 0, 

Ot(pv) + O:c(pv2 + p*) = 0, 

at (pE*) + O:c [(pE* + p")v] = O:c [::; o:cr] , 

(7a) 

(7J:» 

(7c) 

where p* = p + 'PT4/3 and E* = E + 'PT4 / p. This limit is often referred to 
as the equilibrium-diffusion limit [9,10]. 

The results in Fig. 2 show the effects of tTt on a Riemann problem. The 
slope limiter used for these results is described in [8]. For tTt = 0, radiation 
and hydrodynamics decouple, and the exact hydrodynamic solution is two 
shocks moving to the left separated by a contact discontinuity. AB tTt -+ 00, 

the exact solution approaches a single shock moving to the left at Mach 10. 
Starting errors are apparent at x = 0.4 and x = 0.7 in Fig. 2c. We suspect 
these starting errors would be smaller if the Riemann solver included source­
term effects. Nevertheless, these results are of reasonable quality for problems 
where standard finite-volume methods would be impractical. 

References 

1. G.-Q. Chen, C. D. Levermore, and T.-P. Liu. Hyperbolic conservation laws 
with stiff relaxation terms and entropy. Communications on Pure and Applied 
Mathematics, 47:787-830, 1994. 

2. M. Arora and P. L. Roe. Issues and strategies for hyperbolic problems with stiff 
source terms. In Barriers and Challenges in Computational Fluid Dynamics, 
volume 6 of ICASE/LaRC Interdisciplinary Series in Science and Engineering, 
pages 139-154. Kluwer, 1998. 

3. J. Hittinger. Model problem for hyperbolic systems with relaxation. Preprint, 
1999. 

4. S. Jin. Runge-Kutta methods for hyperbolic conservation laws with stiff relax­
ation. Journal of Computational Physics, 122:51-67, 1995. 

5. E. Larsen and J. Morel. Asymptotic solutions of numerical transport problems 
in optically thick, diffusive regimes II. Journal of Computational Physics, 83 
(1):212-236, 1989. 

6. J. E. Morel, T. A. Wareing, and K. Smith. A linear-discontinuous spatial differ­
encing scheme for Sn radiative transfer calculations. Journal of Computational 
Physics, 128:445-462, 1996. 

7. H. Atkins and C. W. Shu. Quadrature-free implementation of discontinuous 
Galerkin method for hyperbolic-equations. AIAA Journal, 36(5):775-782, 1998. 

8. R. Lowrie and J. Morel. Discontinuous Galerkin for stiff hyperbolic systems. 
In Proceedings of the 14th AIAA Computational Fluid Dynamics Conference, 
1999. Paper 99-3307. 

9. D. Mihalas and B. W. Mihalas. Foundations of Radiation Hydrodynamics. 
Oxford University Press, 1984. 

10. R. Lowrie, J. Morel, and J. Hittinger. Coupling radiation and hydrodynamics. 
Astrophysical Journal, 521(1), 1999. 



390 R.B. Lowrie and J .E. Morel 

9 

8 

7 

6 

P 5 

4 

3 

2 

1 

o 0.2 

r 

1"'1: 

0.4 0.6 

x 

(a) O"t = ° 
3.5 

3.0 

2.5 

P 2.0 

1.5 

1.0 

P 

-
-

0.8 o 

v 

0.2 0.4 0.6 

x 

(c) O"t = 1 X 108 

0.2 0.4 0.6 0.8 

x 

(b) O"t = 100 

-

0.8 

Fig.2. DG(l) results for a Riemann problem in radiation hydrodynamics, t = 
0.05, Courant number 0.3, 8 = 1, 'Y = 5/3, P = 44.930910, C = 100. 
The initial condition is (p,u,p) = (1.0,0.0,0..6) for x < 0.75 and (p,u,p) = 
(3.122689, -6.797632, 2.874136) for x > 0.75, with Er and Fr set to their equi­
librium values. Symbols are the cell averages of the 200-cell solution. In each plot, 
the solid line is the following: a) exact solution, b) 2000-cell solution (mesh con­
verged to plotting scale), c) exact solution for O"t -+ 00. 
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Abstract. We present a Neumann-subproblem a posteriori finite element proce­
dure for the efficient calculation of rigorous, constant-free, sharp lower and upper 
estimators for linear functional outputs of parabolic equations discretized by a dis­
continuous Galerkin method in time. We first formulate the bound procedure; we 
then provide illustrative numerical examples for problems of unsteady heat conduc­
tion. 

1 Introduction 

Classical finite element design problems are often solved iteratively based 
on repeated appeal to the numerical solution procedure for different design 
parameters. Therefore, the finite element solution method for the partial dif­
ferential equations must be sufficiently inexpensive to permit numerous evalu­
ations, yet sufficiently fine to demonstrably represent the true performance of 
the system. A recent series of papers [9-12] introduces a new a posteriori er­
ror control strategy which reconciles these two conflicting requirements. The 
method considerably generalizes earlier techniques in that we obtain quan­
titative constant-free bounds - contrary to earlier explicit techniques [3-5] 
- for the output of interest - contrary to earlier implicit techniques [1,2,6]. 
To date, the method has been successfully applied to a variety of problems; 
for a review, see [8]. 

We propose here an extension of the method to treat parabolic prob­
lems. The method, based on a discontinuous Galerkin (dG) finite element 
discretization in time [4], may be viewed as an implicit Aubin-Nitsche con­
struction. Two finite element meshes are used in space: a global coarse mesh 
and a decoupled fine mesh. A unique fine mesh discretizes the time interval. A 
"classical" hybridization technique [6] permits to compute the estimators in 
terms of solutions of spatially local Neumann subproblems computed at each 
time step. The local subproblems are also decoupled in time. In this work, 
we only consider the evaluation of spatial discretization errors; the extension 
of the method to assess time discretization errors uses two meshes in time (a 
coarse mesh and a fine mesh). 
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2 Problem Statement 

Given T > 0, and given two Hilbert spaces, X, of norm II . IIx, and Y, of 
norm II . II, chosen such that Y c X c Y', where Y' denotes the dual of Y, 
we consider the following problem: given f E £2(0, T; Y') and Uo E Y, find 
U E £2(0, T; Y) n CO([O, Tl; X) such that du/dt E £2(0, T; Y') and 

\ ~~ (t), v) + aCt; u(t), v) = (J(t), v) 'Iv E Y. (1) 

Here u(o) = uo, (-,.) denotes the duality pairing between Y' and Y, and, 
Vt E [0, Tl, aCt; v, w) : Y x Y -+ R is a bilinear form satisfying: 

1. 3M> ° such that la(t;v,w)l:::; Mllvllllwll, a.e. t E [O,Tl,Vv,w E Y, 
2. 3a > ° such that aCt; v, v) ;;:: allvll 2, a.e. t E [0, Tl, 'Iv E Y. 

We now define the mesh ° = to < tl < ... < tn < tn+1 < '" < 
tN = T, the mesh diameter T = max(tn +1 - tn), and the intervals In 
ltn , tn+1[, for n = 0,1, ... ,N -1. We then introduce the spaces, lPq(In; Y) = 
{v: In -+ Ylv(t) = L::=ovsts,vs E Y}, and the spaces Vq(Y) = {v E 
£2(0, T; Y) I VIIn E lPq(In; Y), for all n = 0,1, ... ,N - 1}. We also define 
v>(tn) = lims--+o+ v(tn + s) and v«tn) = lims--+o- v(tn + s), and the jumps 
[vln = v>(tn) - v«tn). The dG(q)-method for Eq. (1) defines an approx­
imate solution Ur E Vq(Y) iteratively for n = 0,1, ... ,N - 1 by setting 
[ur lo = u; (0) - Uo and 

in [\ dU;t(t) ,v(t) ) + aCt; ur(t), v(t))] dt = 

J, (J(t), vet)) dt - ([urln, v(tn))x, 'Iv E lPq(In; Y). 
In 

Finally, we define a linear functional, the output of interest S : £2(0, T; Y) 
-+ R, as S(v) = I;(f(t),v(t))dt, where f E £2(0,T;Y'). In this work, we 
assume that the mesh diameter is sufficiently small such that U r is a good 
approximation in the sense that s ~ Sr = S (ur ) with reasonable certainty. 
Here s = S(u) denotes the exact output. 

3 Error Bound Formulation 

We assume that we are given two finite element subspaces: Y H, the coarse 
space, and Yh, the fine space; we require YH C Yh C Y. (We also assume 
Uo E YH c Yh.) The associated coarse-space and fine-space approximations, 
Ur,H and Ur,h, exhibit complementary advantages and disadvantages. The 
fine space solution, Ur,h E Vq(Yh), yields a very good approximation, S(Ur,h), 
of the exact output s; nevertheless, the computational effort required to ob­
tain Ur,h will typically be prohibitive. In contrast, the coarse-space solution, 
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U'T,H E Vq(YH), can be obtained with relatively modest computational effort; 
nevertheless the fidelity of the corresponding approximate output, S(U'T,H), 
is no longer assured. 

Prior to the description of the bound procedure, we define aB (t; v, w) ~ 
~(a(t; v, w) + aCt; w, v)), the symmetric part of aCt; v, w), for all t E [0, T]. 
Finally, we introduce the "broken" spaces, Y H C Yh C Y, such that Y = 
{v E YIB(v,q) = O,\tq E Z}, Yh = {v E YhIB(v,q) = O,\tq E Z}, and 
YH = {v E YH IB(v,q) = O,\tq E ZH}. Here ZH C Z are additional Hilbert 
spaces and B : Y X Z ---+ ~ is a bilinear form. (See [7-12] for examples of 
particular instantiations of the broken spaces and of the form B). 

The bound procedure proceeds in five steps: 

1. Compute U'T,H E Vq(YH) as the solution of the primal problem 

in [( dU'Td~(t) , vet) ) + aCt; U'T,H(t), v(t))] dt = 

/, (f(t),v(t))dt-([U'T,H]n,V(tn))x, \tv ElP'q(In;YH), 
In 

for all n = 0,1, ... ,N -1. We denote the corresponding primal residuals 
by Rpr,n(v), for all v E IP' q(In; Y) and for all n = 0,1, ... ,N - 1. 

2. Compute 'I/J'T,H E Vq(YH) as the solution of the dual problem 

in [- ( vet), d'I/J'Td:(t) ) + aCt; vet), 'I/J'T,H)] dt = 

- r (£(t),v(t))dt+(['I/J'T,H]n+1,V(tn+1))X, "Iv ElP'q(In;YH), 
lIn 

for all n = 0,1, ... ,N - 1, and where we take 'I/J~H(tN) = 0. We denote 
the corresponding dual residuals by Rdu,n(v), for all v E IP'q(In; Y) and 
for all n = 0,1, ... , N - 1. 

3. Compute the hybrid fluxes, a~~H E Vq(ZH) and a~:k E Vq(ZH)' which 
satisfy the equations 

r B(v(t), afI(t)) dt = Rpr,n(v), "Iv E IP'q (In , YH), 
lIn 

/, B(v(t), a'lt(t)) dt = Rdu,n(v), "Iv E IP'q(In, YH), 
In 

for all n = 0,1, ... ,N - 1. 
4. Compute the "reconstructed errors", epr E Vq(Yh) and edu E Vq(Yh), 

2j aB(t; epr(t),v(t)) dt = Rpr,n(v) - j B(v(t),afI(t))dt, 
In In 

2 j aBet; eduCt), vet)) dt = Rdu,n(v) - r B(v(t), a<ff(t)) dt, 
~ hn 



394 L. Machiels 

for all v E Pq(In , Yh) and for all n = 0,1, ... ,N - 1. 
5. Evaluate the lower and upper bound approximations: 

sl1 = S(u.r,H) ± loT ,,(t)aS(tj e±(t), e±(t» dt, 

where K(t) is a positive piecewise constant function, K(t) = Kn for t E In, 
with "n > 0, and e±(t) = epr(t) 1= edu(t)/K(t). 

Since epr and edu do not depend on K(t), we can find, following [12], 
the function K(t) which minimizes the bound gap LlH = !(sjj - sB)' Note 
also that the bound gap permit local (elemental) decomposition suitable for 
adaptive subsequent refinements [12]. 

Finally, it can be shown [7] that the bounds satisfy the following error 
expression 

sl1 = S(U?',h) ± loT ,,(t)aS(tj e±(t) - e(t), e±(t) - e(t)) dt, 

N-l 

± ~ I: Kn(e> (tn) - e«tn),e>(tn) - e«tn»x 
n=O 

1 N-2 1 
1= 2 I: (Kn+1 - Kn)(e«tn+I),e«tn+1»x ± 2"N-I(e«T),e«T»x. 

n=O 

H "n = Kn+1, for n = 0, ... ,N - 2, then sjj ~ Sh and si ~ Sh, for all 
H, which is the desired bounding properly. H we choose K(t) such that 
Kn i= Kn+1 - a choice which arguably yields sharper bounds - the indefi­
nite term 1=(Kn+1-Kn)(e«tn+1),e«tn+l))X remains. The essential point is 
that, for the class of problem we will consider, this indefinite term involves 
a weak norm (II . IIx) which converges faster to zero than the definite term J: K(t)aS(tj e±(t) - e(t), e±(t) - e(t)) dt. Therefore, for H sufficiently small 
(H < H*), the definite term dominates the deviations of sl1 from Sh. We 
conclude that sB and sii approach Sh from below and above, respectively. 

4 Numerical Examples 

We have obtained numerical results for the equation 

au 
at - V . (vVu) = f in CO, T) x n, 

with U = ° on CO, T) x an and ult=o = Uo on n, in a simple domain n = 
]0, l[x]O, 1[, and for Pl-in-time and P2-in-space discretizations. The initial 
condition is Uo = 0, the boundary conditions are homogeneous Dirichlet 
ulan = 0, vex) = 1, f(x, t) = sin(1I't), T = 2, and the time step is taken uni­
form, T = 0.02. The output functional is given by S(u) = f: fA u(x, t) dA, 
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where A =]0.25, 0.75[x]0.25, 0.75[. For this problem, we have observed opti­
mal convergence rate of the bound gap LlH ~ O(H4) [7]. 

We next present results for an unsteady heat conduction problem in a 
composite material. The domain of the problem is represented in Fig. l(a) . 
The material is characterized by two different thermal conductivity: II = 
0.01 inside the rectangles, and /I = 1 in the remainder of the domain. The 
boundary conditions are homogeneous Neumann, ~~ = 0, on the left and 
right sides of the domain, homogeneous Dirichlet, '1.£ = 0, on the top boundary, 
and we impose a time varying heat flux on the bottom boundary rb, ~~ = 
sin(rrt) + 1. The initial condition is '1.£0 = 0, T = 2 , and the time step is taken 
uniform, 'T = 0.04. The isocontours ofu are represented in Fig. l(b) at t ~ 1/2 
and Fig.l(c) at t ~ 3/2. The output of interest is the mean temperature on 
n, 8('1.£) = f;[ frb u(x,t)dsdt. 

(a) (d) 

(e) 

(c) (f) 

Fig. 1. (a) Domain. (b) Isolines of the solution U .. ,H at time t ~ 1/2. (c) Isolines of 
the solution U",H at time t ~ 3/2. (d) Mesh TH . (e) Mesh TH'. (f) Mesh TH'" 

In this example an automatic adaptive strategy is used which effectiveness 
is summarized in Table 1, in which TH, TN', and TH" denote the successive 
adapted meshes corresponding to Figures l(d), (e) and (f), respectively. 

This work was supported by NASA Grants NAGI-1978, NAGI-1587, and 
NAG4-105, DARPA and ONR Grant NOOOI4-91-J-I-1889, and AFOSR Grant 
F49620-97-1-0052. L.M. was partially supported by FUlbright and BAEF Fel-
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# of el. 286 340 462 
SR 12.85 12.92 13.14 
sii 14.65 13.80 13.47 
..::lH 0.9 0.44 0.165 

Table 1. AdaptIve refinement. 

lowships. We would like to acknowledge our very fruitful collaboration with 
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Abstract. We describe a numerical scheme to solve 3D Arbitrary Lagrangian­
Eulerian (ALE) hydrodynamics on an unstructured mesh using a discontinuous 
Galerkin method (DGM) and an explicit Runge-Kutta time discretization. Upwind­
ing is achieved through Roe's linearized Riemann solver with the Harten-Hyman 
entropy fix. For stabilization, a 3D quadratic programming generalization of van 
Leer's ID minmod slope limiter is used along with a Lapidus type artificial viscos­
ity. This DGM scheme has been tested on a variety of hydrodynamic test problems 
and appears to be robust making it the basis for the integrated 3D inertial con­
finement fusion modeling code ICF3D. For efficient code development, we use C++ 
object oriented programming to easily separate the complexities of an unstructured 
mesh from the basic physics modules. ICF3D is fully parallelized using domain de­
composition and the MPI message passing library. It is fully portable. It runs on 
uniprocessor workstations and massively parallel platforms with distributed and 
shared memory. 

1 The ALE Hydrodynamics Equations 

The motion of a compressible fluid is described by Euler's equations along 
with an equation of state (EOS). In an ALE code the computational mesh 
Xi, where i = 1,2,3 describes the 3D space, can move in time t: 

"'. - ",.(",0 t) ",.(t - 0) _ ",0 OXi _ lT9 .c..a - WI ""'i' ,WI - - --j, at - Y i 

where x~ are the "Lagrangian" coordinates and Yi9 is an arbitrarily specified 
grid velocity. Euler's equations stated in conservation form, follow the time 
evolution of p (mass density), PVi (momentum density) and pE (total energy 
density). In general, the fluid can be subjected to a body force per unit mass 
OJ (such as gravitational acceleration). In the Lagrangian frame the fluid 
equations are (in what follows summation over repeated indices is assumed) 

oA~ of!i _ S9 
at + ox9 - a , 

* Work performed under the auspices of the U.S. Department of Energy by the 
Lawrence Livermore National Laboratory under contract number W-7405-ENG-
48. 
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where A~ are the conservative state variables with corresponding fluxes F!i 
and source terms sg (a runs from 1 to 5): 

where E == I + vivd2 is the total energy per unit mass, I == I(p, P) is the 
internal energy per unit mass and P is the pressure. The EOS gives the 
explicit form for I(p, P). 

The choice "'ig = 0 leads to an "Eulerian" code where the mesh is fixed in 
time while "'ig = Vi leads to a "Lagrangian" code where the mesh follows the 
fluid. Lagrangian codes have two basic advantages over the Eulerian version. 
First, material interfaces are exactly resolved. Secondly, the implementation 
of boundary conditions (specified normal velocity or pressure) is much simpler 
compared to the moving boundary problems inherent to the Eulerian codes. 

2 The DGM Solution of the ALE Equations 

We discretize the problem domain into an arbitrary and in general unstruc­
tured set of 3D linear finite elements (tetrahedrons, pyramids, prisms, and 
hexahedrons). Within each element K we use a piecewise (tri)linear approx­
imation for the coordinates Xi, the body force per unit mass Gi, and the 
" . ·t·" . bl B ( P) prlmllve varIa es 0 == P,Vl,V2,V3, : 

nv 

{Xi(XO, t), Gi(Xo, t), Bo(xo, tn ~ L {Xin(t), Gin(t), Bon (tntPn (e) 
n=l 

where tPn(e) are the 3D finite element (tri)linear basis functions which are 
equal to 1 at node n and 0 at all other nodes and nv = (4,5,6,8) is the 
number of nodes in element K=(tets,pyramids,prisms,hexes). We are using 
isoparametric elements and e are the 3D isoparametric reference coordinates. 
It is important to note that because we are using a piecewise linear approx­
imation for Bo there is no requirement of continuity across faces between 
neighboring elements, i.e. the name "discontinuous" finite elements. However 
we do require the coordinates Xi to be continuous across faces 

To determine the vertex values Bon(t) we use a DGM whereby we take 
moments of the ALE hydro equations with the nv basis functions tPn(e) in 
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each element K (the DG M equations): 

at f ¢n(e)Acrd3x = f ¢n(e)Scrd3x+ f Fcri O~n(e) d3x_ f NiFcri¢n(e)dr 
1K 1K 1K UXi 18K 

where d3 x == J9 d3 x O, we have integrated the flux term by parts, and oK 
denotes the surface of element K with outward unit length normal Ni • An 
essential aspect of our discretization is that it manifestly preserves the con­
servation properties of the continuum field equations since L:~;;'l ¢n(e) = l. 
All integrals on the right hand side of the DGM equation are computed nu­
merically using Gaussian quadrature. The surface integral poses a problem as 
to what to use for NiFcri since the primitive variables are in general discon­
tinuous across a face. We resolve this ambiguity by interpreting each point on 
the face as a lD Riemann initial-value (shock tube) problem. We then solve 
this Riemann problem by Roe's characteristic decomposition along with Roe 
averaging generalized to arbitrary EOS: 

NiF:r == ~{NiF~ + NiF~ + [R*sign(A*)R*-l]crp[NiFj; - NiFJ;]} 

At each point on a face of an element we have two values of the normal 
component of the flux: NiF~ and NiF~ corresponding to the two sides of 
the face, + denoting the side from which the outward pointing normal Ni 
emanates. The Roe average state (denoted with *) of the + and - states is 
defined through the following equations: 

NiF~ - NiF~ == J;p(Aii - At), J* == R* A* R*-l, A~p == A~6crp 

where Acr(V) == {Ap, Am, Ao, Ao, Ao}, Ao = Ni(Vi - \li9), Ap = Ao + c, Am = Ao­
c, A~ == Acr(V*) and c is the adiabatic sound speed. At boundary faces we use 
an imaginary "ghost" state on the outside such that the Roe Riemann solver 
for the ghost and interior states will give the desired boundary condition 
(e.g. specified normal velocity, pressure). A well known defliciency ofthe Roe 
flux is its inability to properly identify an expansion fan containing a sonic 
point. To correct this we use the Harten-Hyman entropy fix that consists of 
modifying I..\~ I as follows: 

IA~I-+ IA~I + max(O, f -I..\~D, f == max(O, A~ - A~, At - A~), A~ == Acr(V±) 

At this point the DGM equations reduce to a system of nv ordinary differ­
ential equations (ODE) in time for the nv moments Man == IK ¢n(e)Aad3X 
for which we use an explicit time-adapting second order Runge-Kutta inte­
gration. To implement this we require, first to compute the primitive state 
variables Ba from the moments Ma and second to determine Llt for stabil­
ity of the numerical scheme. We compute Bcrn from Man by first introducing 
auxiliary variables Aa which are linear in each element K and such that its nv 
moments are equal to Man. In each cell, a linear representation of the primi­
tive variables B a , is obtained by using a first order Taylor series expansion of 
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. - - 3 3 Ba III Aa around the average values < Aa >=< Aa >= IK Aad xl IK d x. 
For numerical stability of the time integration we require a Courant-type 
time step control: LH must be smaller than the time it takes for a wave orig­
inating on a face of an element to cross it. We heuristically implement this 
requirement as follows: ..:1t :5 CF L tCourant where CF L R:I .3 [1] and 

3 3D Shock Stabilization 

In second order schemes the values of the primitive variables Ban may develop 
local maxima and minima behind discontinuities due to dispe~ive truncation 
errors. These violations of physical stability constraints can usually be con­
trolled by a slope limiting technique which modifies or "stabilize" the nodal 
values Ban. To this end we have generalized VanLeer's 1D minmod slope 
limiter to an unstructured 3D mesh through a quadratic programming for­
mulation. The central idea is to require each nodal value Ban, within an 
element, to be bounded by the minimum and maximum of the average val­
ues < Ba > of all elements surrounding the node n. In general this will not 
be true. To satisfy this requirement, we replace Ban withB~n obtained from 
a least squares formulation subject to the constraint: < B~ >=< Ba > so 
that conservation is not affected. In addition, in order to keep our scheme as 
second order accurate as possible, we construct within each element a hybrid 
primitive state variable: 

where r measures the strength of the shock using pressure ratios (0:5 r:5 1, 
r R:I 0 near a very strong shock), and s measures the adiabaticity of the 
solution by examining the viscous shock heating rate: (..:11 -P ..:1pI p2)/..:1t (0 :5 
s :5 1, s R:I 1 for small entropy production rates) [3]. In cartesian geometry 
a simple way to monitor shock regions is to compute where < -ViVi > is 
positive (implying compression) using fK -ViVid3x = -f8K NiVidr where 
vi is the Roe average velocity on the face of element K. Once B!~brid are 
obtained, the "stabilized" moments M:~brid are constructed by the inverse 
of the algorithm used to derive the primitive variables from the moments. 
M:~brid are then used in the next Runge-Kutta iteration. 

While the hybrid stabilization works well for a variety of problems in­
volving shocks there are cases where it is insufficient. This has led us to 
implement a Lapidus type artificial viscosity, i.e. adding a source term of 
the type V(DLVAa) to the hydro equations. We have empirically found the 
following implementation of the Lapidus flux correction to work well - in the 
vicinity of shocks add the following source term to the right hand side of the 
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DGM equations for interior faces: 

where DL is an artificial diffusion coefficient that vanishes in the continuum 
limit, ± refers to the two elements at either side of the face, and I is some 
length scale across the face (e.g. distance between centers of elements + and 
- ). We define the Lapidus diffusion coefficient through: 

DL 
- \* -1- = K.I\K , 

where K. is a dimensionless adjustable parameter around 0.3 (for stability of 
the explicit scheme) and A K is a characteristic wave speed on the face. 

4 3D ALE Grid Velocity 

The grid velocity V/ at node n is arbitrary in an ALE code. If Vi9 = 0 
everywhere in the mesh one has an Eulerian code. A "Lagrangian" code would 
require Vi9 = Vi. However, Vi is discontinuous across faces while we require 
Vi9 to be continuous. We therefore formulate an almost "Lagrangian" code 
by using a "least squares" estimate of the fluid velocity at node n for Vi9 : 

Minimize E [Nfl" Vi~ - Y/..1 2 , YI" == NfJ" Vi~", 
{In} 

where the sum is over the set {fn} of all faces with vertex n. YI .. is determined 
by requiring the first component of the Roe flux, the mass flux, to vanish, 
i.e. NiFftoe[Y/..1 = 0 for interior faces. For boundary faces Yin is set to either 
the prescribed normal component of the velocity or is determined from the 
specified boundary pressure through the vanishing of the mass flux. While 
this procedure determines Vi~ fully, there are instances when constraining 
the grid velocity may prove beneficial in avoiding mesh tangling. Therefore, 
we have implemented a set of either nc = 1,2,3 linear constraints on the 
components of Vi~. If nc = 3, Vi~ is completely determined (e.g. a center 
symmetry node may be required not to move). 

5 Hydrodynamic Test Problems and the ICF3D Code 

Details of the DGM algorithm, as described above, can be found in [2] and 
[3]. The algorithm has been implemented in C++ using an object oriented 
(00) approach. The 00 design allows us to untangle the complexities of the 
unstructured mesh data structure from the basic physics algorithm modules. 
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Thus cells (tets,hexes .. ) and faces belong in separate classes and calculations 
such as flux integrals become virtual functions using pointers to access nec­
cessary data. This design enables efficient code development. 

We have tested the hydro code on a suite of problems relevant to iner­
tial confinement fusion (ICF). Some of these problems are cylindrically or 
spherically symmetric. We have therefore extended our hydro code, to 3D 
cylindrical and spherical geometries [2], and used it in situations where sym­
metry is critically important. These problems have exact analytical solutions 
that can be checked against the computed ones. Our comparisons have shown 
extremely good agreement. For example, it is shown in [3] that the compu­
tation of linear growth rates for 2D and 3D Rayleigh-Taylor instability falls 
within 1% of the analytical value. We now discuss two further examples. 

The Sedov point explosion problem has a self-similar analytical solution 
as described in [7]. The initial conditions are a constant density Po ideal "I 
law cold gas (pressure P = 0) with an instantaneous release of energy Eo 
at some point so that pE = Eo83 (x). An infinite strength expanding shock 
is generated with 3D spherical radius r. = k(Eot2 / PO)1/5 and velocity U. = 
dr./dt = (2/5)r./t at time t where k is a dimensionless constant (for "I = 5/3: 
k = 1.151667). Behind the shock the density p -+ pO('Y + 1)/("1 - 1) and 
pressure P -+ 2poU; /("1 + 1) as r -+ r •. We simulate this problem using 3D 
cylindrical geometry (r, B, z) with 45 x 1 x 45 mesh of hexahedrons covering 
o ~ r, z ~ 1.125 and 0 ~ B ~ 271". We choose Po = 1, Eo = .4935889, and 
run the code in (almost) Lagrangian mode up to time t = 1 with boundary 
conditions of vanishing normal velocity. In Fig.1 shows the mesh (for B = 0) 
and normalized density p/ P. and pressure P/ p. versus r (for z = B = 0) at 
t = 1. The mesh shows good spherical symmetry though there is a tendency 
for the mesh to tangle near the center where the density is extremely low. The 
density and pressure are in very good agreement with the analytical solution 
[7]. 

Our final example is that of an unstructured mesh computation of a spher­
ical implosion in 3D cartesian (x, y, z) geomtery. We model an icosahedral 
wedge domain bounded by: a sphere 'of radius r = 1, 2 azimuthal planes 
(</J = ±71" /5), and a plane through the origin and (B, </J) = (cos- 11lv'5), ±71" /5). 
The unstructured mesh is generated using LaGrit [8] with 50 radial cells re­
sulting in 28,208 tetrahedra, 5791 nodes, and 58,455 faces. We run the code 
in multiprocessor mode using domain decomposition by METIS [9]. The ini­
tial conditions are: ideal "I = 5/3 law gas with density Po = 1, pressure and 
velocity equal to zero. The code is run in (almost) Lagrangian mode with 
boundary conditions: boundary pressure pbndry = 4/3 on the outer radial 
surface, VB = V'" = 0 on the planar boundary faces, and Vi = 0 at the ori­
gin. This problem has no known analytical solution so we run a comparison 
(structured mesh) spherical geometry (r, B, </J) problem using 200 x 1 x 1 
hexes covering: 0 ~ r ~ 1, 0 ~ B7I"/2, and 0 ~ </J ~ 71"/4. Fig.2 shows a side-on 
view of the density contours for the unstructured mesh calculation at time 
t = .6 along with density plots versus spherical radius r for the comparison 
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Fig.!. Sedov point explosion problem: Plots of mesh (r versus z for 8=0), normal­
ized density pIp. and pressure PIP. versus r for z=8=0 at time t = 1 

spherical geometry run at various times and with various resolutions to verify 
convergence of the answer. We see that the unstructured mesh calculation in 
cartesian geometry is in very good agreement with the comparison run. At 
time t ~ .57 the incoming shock reflects off the origin and at time t = .6 
the reflected shock is at (spherical) radius r = .09 with the outer boundary 
at r = .56. The shock position, maximum and minimum density, and outer 
radius are all in excellent agreement. Fig.2 clearly shows the code's ability to 
maintain spherical symmetry, despite running on the asymmetric tetrahedral 
grid .. 

The success in simulating a wide span of test problems has made the hydro 
code the basis of the fully integrated three-dimensional ICF modeling code 
[4], ICF3D. Besides multiple material hydro, the physics modules of ICF3D 
include diffusive radiation and heat conduction transport, laser ray tracing, 
and realistic EOS. 

The DGM hydro algorithm is ideally suited for parallelization. Indeed all 
physics modules of ICF3D have been parallelized [6] using domain decompo­
sition and the MPI message passing library. 

6 Open Problems 

The hybrid 3D shock stabilization we employ is applied to each of the primi­
tive variables, in particular each of the components of the 3D velocity vector. 
We have noticed that for problems with symmetry the relation between the 
cartesian velocity components (e.g. for cylindrical symmetry the azimuthal 
and axial velocity components vanish) may be destroyed by the hybrid stabi­
lization. It is our conjecture, that understanding hybrid stabilization as the 
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Fig.2. Unstructured mesh implosion problem: Plots of side-on view of density 
contours for the unstructured mesh computation at time t=.6, density versus radius 
plots for the (structured mesh) spherical geometry comparison run with various 
resolutions and times. 

discretization of a continuum "artificial viscosity" operator could shed some 
light in devising a stabilization scheme that would maintain the symmetry 
requirements. Until we better understand this issue, we have instead used 
our hydro code, in 3D cylindrical and spherical geometries [2], for situations 
where cylindrical or spherical symmetry is critically important. 

We close with some remarks on the computational costs of the DGM 
algorithm described here. In comparison to traditional structured mesh fi­
nite volume methods, our scheme involves significantly (almost an order of 
magnitude) more number crunching and memory use. This cost should be 
balanced with the unstructured mesh ALE capability and ease of paralleliza­
tion through domain decomposition. The DGM scheme described here can 
be cost effective for problems where accuracy on irregular meshes is desired 
with as few grid cells for a given resolution. 
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1 Introduction 

The discontinuous Galerkin methods have recently found increasing applica­
tions in computational fluid dynamics because of their robustness and oth­
er practical features. The key feature that distinguishes the discontinuous 
spectral Galerkin method from its traditional counterpart is that the basis 
functions in each element are independent of the basis functions in the con­
tiguous elements. The method is thus compact, and it easily accommodates 
any boundary conditions and complex geometry. 

A Fourier analysis of the semi-discrete discontinuous Galerkin method 
applied to wave propagation problems is provided in the work of Hu, Hussai­
ni and Rasetarinera [1], where background literature on the subject is cited. 
It was shown therein that the dispersion relation and the dissipation rate 
of the method depends on the formula employed to evaluate the flux at the 
interface between adjacent elements. In the case of the scalar advection e­
quation specifically, an upwind formula for the interface flux was found to 
produce larger dissipation error relative to the dispersion error. For the cen­
tered flux, the dissipation rate is exactly zero, but the range of wave numbers 
for which the discrete dispersion relation accurately approximates the exact 
one is relatively small. 

The present work examines further the accuracy of the upwind and cen­
tered schemes for wave propagation problems. Numerical results are presented 
to support the analysis. 

2 Error Analysis 

For the propagation of a plane wave ei(ko:-wt) , the approximate solution Uh of 
a scalar advection equation obtained by a Nth order discontinuous Galerkin 
scheme on a uniform mesh of size h is a superposition of N traveling waves 

N-l 

Uh(X, t) = L C,ei(knh-w1t)v(e) ; x = nh + he, e E [0,1] (1) 
1=0 
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where C,ei (lmh-w1t) represents the vector of expansion coefficients of the lth 

wave in the nth element and tI (~") = (tlo (~), ... , tiN -1 (~» are the local basis 
functions [1]. In (1), the numerical frequency Wo ofthe first wave approximates 
the exact frequency w. This first wave is called the physical mode. 

The approximation error in an element in the ~ norm is 

N-1 

lI1£ezact - 1£h(X, t)1I2 = lIei (lIh(-wt) - L e-iw'tC,tI(~)1I2. (2) 
,=0 

This error can be decomposed into three parts. By the triangle inequality, 
the right hand side of (2) is bounded by 

lI1£ezact - 1£h(X, t)1I2 ~ lIeillh( - Cotl(~)112 + lI(e-iwot - e-iwt)Cotl(~)II2 

N-1 

+11 L e-iw'tC,tI(~)1I2. (3) 
'=1 

The first term of (3) represents the approximation error associated with the 
initial condition. Specifically, this is the error due to the approximation of 
the initial condition in the physical mode. The second term represents the 
evolution error in the physical mode. The third term is the error due to the 
non-physical modes. 

First we examine the evolution error, where the quantity of interest is 
Iw - wol. For the centered scheme, it represents the phase error. For the 
upwind scheme it combines both dispersion and dissipation errors. Figure 1 
shows the behavior of this error for wave numbers ranging from 0 to 271". The 
convergence rate of the evolution error for the upwind scheme is O«kh)2N) 
but it is non-uniform for the centered scheme. For wave numbers between 0 
and 71", even-order centered schemes exhibit slower convergence rates than the 
same order upwind schemes. The convergence is faster for the higher wave 
numbers. On the other hand, odd-order centered schemes converge faster for 
low wave numbers and slower for high wave numbers. 

To quantify the resolution of the discontinuous Galerkin method for an 
error tolerance E, let kmaz be the highest wave number such that 

Iw -wol < E. (4) 

Figure 2 shows the resolution of the scheme in terms of the number of points 
per wave length (computed as 271"N/(kmazh» for the numerical flux 

1 
F(1£t.1£2) = '2(1£1 + 1£2 + a(1£1 - 1£2», 0 ~ a ~ l. 

Figure 2 indicates that the fourth order centered scheme is optimal among 
schemes of order less than seven for 0.001 ~ € ~ 0.0025. For a given wave 
number, it requires fewer points or degrees of freedom to satisfy (4) than the 
fifth or sixth order schemes. 
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Fig. I. Convergence of the physical mode. Even-order methods (N = 4,6,8) (left), 
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Fig. 2. Resolution in term of points per wave length (p.p.w.) for an error tolerance 
of 0.001. - 4th order centered, - - - 5t h order upwind, - . --6th order upwind, ... 
7th order centered 

Next, we consider the approximation error of the initial condition. The 
behavior of the error is presented in Figure 3. For the upwind scheme, the con­
vergence rate of this projection error is O((kh)N). For the centered scheme, 
the projection error follows the same non-uniform trend as the evolution 
error. Figure 4 shows that the projection error dominates the convergence 
rate of both the upwind and the centered schemes at low wave numbers. For 
high wave numbers, the evolution error dominates. The reasons are excessive 
damping in the case of the upwind scheme and accumulation of the phase 
error in the case of the centered scheme. 

Finally, we look at the error due to the non-physical modes. The behavior 
of the error due to the non-physical modes for the fourth order scheme at t = 
207r /w is displayed in Figure 4. For the centered scheme there is no damping 
at any wave number but a small upwinding is sufficient to damp the non-
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physical modes at low wave numbers. This damping decreases significantly 
as the wave number increases. 
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10-'2 

10"" 
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Fig. 3. L 2 errors of the initial projection onto the accurate mode. Even order meth­
ods (N = 4,6,8) (left), odd order methods (N = 3,5,7) (right).- - - centered flux, 
- upwind flux 
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Fig. 4. L2 errors at t = 201r/w for the upwind (left), slightly upwind (a = 0.1) 
(center) and the centered (right) fourth order schemes. - global error, - - - physical 
mode error, - . - non-physical modes error, ... projection error 

3 Numerical results 

We now present numerical results to validate the previous analysis. The spher­
ical wave equation 

8u+8u+!=O 
8t 8r r 

is solved with the initial condition u = 0 over the domain 5 $ r $ 450, 
which is discretized with 100 elements. A boundary condition u = sin(rrt/4) 
is applied at r = 5 and a third order Runge-Kutta scheme is used for the 
time discretization. 

Given the conclusions of the previous section, we solve this problem with 
fourth order schemes at a resolution of 7.19 points per wave length. Figure 5 
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shows three solutions obtained at t = 300 near the wave front for 0 = 0,0.1 
and 1.0. Note that the upwind solution is heavily damped. The solutions 
obtained with the centered scheme and with the slightly upwind (0 = 0.1) 
scheme show small dispersion and dissipation errors. At the wave front of 
all three solutions, we can observe the Gibbs phenomenon resulting from 
the discontinuity in the first derivative. Note that the oscillations are more 
pronounced with the upwind scheme. Ahead of the wave front, we observe 
non-physical modes from the centered scheme which are damped when using 
the upwind schemes (0 = 0.lor1.0). 

The conclusion on the efficiency of the fourth order centered scheme is 
borne out in Figure 6 where the fourth order centered scheme is compared 
to the sixth order upwind and centered schemes. The same resolution is used 
for all three schemes. 
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Fig. 5. Fourth order scheme, comparison between exact and approximate solution 
at t = 300. Wave front (top), non-physical modes (bottom). (+) centered, (0) 
upwind with a = 1.0, (*) upwind with a = 0.1, - exact 
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o.o3r-----..-----..-------, 

~O~~O----72~=----~~~O----~2~ 

Fig. 6. Comparison between the fourth order centered scheme (+), and the sixth 
order centered (*) and fully upwind (0) schemes. - exact solution 

4 Conclusions 

In this work, we have shown that the centered fourth order scheme has 
an optimal resolution for an error tolerance in the approximate interval 
[0.001,0.0025] on the dispersion relation. For high wave numbers, the con­
vergence of the discontinuous Galerkin method is governed by the evolution 
error. For low wave numbers, the dominant errOr comes from the projection 
of the initial condition. For upwind schemes the convergence rate of the evo­
lution error is O«kh)2N) while the convergence rate of the projection error 
is O«kh)N). For centered schemes the convergence rate is non-uniform. The 
convergence of even-order centered schemes is sloWer than the same order 
upwind schemes for wave numbers between 0 and 1r but it is faster for high­
er wave numbers. On the other hand, odd-order centered schemes converge 
faster for low wave numbers and slower for high wave numbers. 
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Abstract. In [SI], a method £or the numerical approximation of singularly per­
turbed convection diffusion problems was introduced. In this note, we will show an 
a posteriori error estimate £or thiS method. 

1 Introduction 

Recently, space-discontinuous techniques such as the Local Discontinuous 
Galerkin method (see, e.g., [OS)) or the finite volume method ([OMmC]) 
have been extensively used in the approximation of convection-dominated 
flows. This is a consequence of their properties of conservation and flexibility. 
On the other hand, the large number of degrees of freedom makes these 
methods inefficient for diffusion dominated flows. Thus, in the context of 
convection-diffusion problems, it seems quite natural to construct a scheme 
exploiting the good features of these techniques in the convective terms, while 
taking advantage of the good properties of continuous finite elements in the 
discretization of the diffusive phenomena. 

In [SI] , we introduced a new scheme based on a coupling of finite el­
ements and finite volumes: we consider the usual Galerkin discretization of 
the problem, but we modify the convective part according to the finite volume 
node-centered approach. The resulting scheme preserves conservation, fulfills 
consistency and realizes a stability property similar to that achieved with the 
SUPG technique. In this note, we present an a posteriori error estimate for 
such a method together with a numerical test problem. 

2 The boundary value problem and the method 

Let n be an open and bounded subset of m.2 with polygonal boundary an. 
We consider the following singularly perturbed convection-diffusion problem: 
find '1£ such that 

{ 
-viiu + V . (au) + C'U = f 
'1£=0 

~=O 

in n , 
onrD, 
onrN , 

(1) 

where rD and rN are two open and disjoint subsets of an such that 
I'D UI'N = an and n is the outward normal vector to an. Moreover, we 
assume: 
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1. v E JR, a E (Wl,oo(n)}2, c E Loo(n) and f E L2(n). 
2. v > 0, a· n ~ 0 a.e. on rN and there exists a constant It, satisfying 

It> 0 if rD = 0 and It ~ 0 if rD:F 0, such that ~V 'a+c ~ It a.e. 
in n. 
We indicate the inner product in L2(n) by (', .), while II· II. and 

I·IB stand for the HB(n)-norm and -seminorm, respectively. Existence and 
uniqueness of the weak solution of (1) follow from the Lax-Milgram Lemma. 

For the discretization, we assume that for some ho > 0 there exists a 
family {ThhE(O,ho] of admissible triangulations of n satisfying the following 
conditions: 

1. Th is a quasi-uniform triangulation, for each 0 < h ~ ho, 
2. Any P E tD n tN is a node of Th. 

We fix a numbering (Pi)iEI of the nodes of Th. For all i E I, we 
denote by "Ii the set of triangles T E Th containing the vertex Pi, and 
by Wi the set of indices j E I such that j =F i and Pj is a vertex of a 
triangle T E "Ii. IT we fix an interior point ZT in every T E Th, we can 
construct the Finite Volume dual mesh Vh by associating to each vertex 
Pi a control volume Vi E Vh as follows. Join each point ZT (T E "Ii) 
to the points ZT' of the triangles T' E "Ii having a side in common with 
T. IT Pi En, the polygonal domain surrounding Pi obtained in this way 
is the control volume Vi. IT Pi E 8n, then we complete the contour by 
connecting the middle point of each boundary side of any T E "Ii with the 
points Pi and ZT' Let Pi, Pj be two vertices of a triangle T E Th and 
let Vi, Vj E Vh the associated control volumes. We set lij := 8Vi n 8Vj and 
It := 8Vi n 8n (if not empty); note that both lij and It are segments or 
unions of segments. Moreover, we denote by ni the outward normal to 8Vi 
and by nij its restriction to lij' Then we make the following assumptions 
on the dual mesh Vh: 

1. If III is the usual Lebesgue measure of I, and hT is the diameter of 
T, we assume: 11ijl '" hT '" Iltl. 

2. IT Vij := Pj - Pi and eij:= II::! II ' the angle (fij := eij'nij satisfies: 

l(fijl ~ ~, where 90 is the smallest angle in the triangulation. 

We define Xh:= {v E Co (.r'i): v E 'Pl(T) for every T E Th} and 
Wh := {w E L2(O): W E 'Po(V) for every V E Vh}, where 'Pk(D) is the 
space of polynomial functions of degree less than or equal to k on the domain 
D. Moreover, we introduce the projection operator Sh : c°(i'i) ~ Wh s.t. 
'I/J t-+ Sh('I/J) := EVEV" 'I/J(Pv)Xv, where Pv is the node belonging to V E Vh, 
and Xv is the characteristic function of the set V. 

We are now ready to introduce the method. For each Uh E Xh and each 
lij, we define 

ut := G + Aij(ah' nij»)uh(Pi) + G -Aij(ah' nij»)uh(Pj). (2) 
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Here, Bh is the constant approximation of B on Iii defined as follows: 
h, .. Bh . nii = h, .. B' nii' In addition, J\.ii is a "weight" parameter satisfying: ., ., 
>"ii = >"ii, and).;i ~ O. Note that (2) actually defines a sort of "averaged 
upwind" approximation; indeed uti can be rewritten as: 

~. _ Uh(Pi) + Uh(Pi ) \ .. ( . . ')1 D. _ p.1 Uh(Pi) - Uh(Pi) 
'1£" - 2 + A'1 Bh n".Q 1 lPi - Pi I 

Next, set 

and Ch(Uh,Vh) := (Ch Sh(Uh),Sh(Vh», where Ch is the piecewise constant 
approximation of c on each volume Vi defined by Ch:= ~ Iv; cdx. 

We consider the discrete problem: find Uh E Xh such that 

In [81] we proved the existence and uniqueness of the approximate solution 
Uh, togheter with its property of conservation and an a priori error esti­
mate. In particular, if we set >"T:= min'iinT¢0 >"ii, we proved the following 
Theorem. 1. 

Theorem 1. (Stability) There e:z:ists a constant {3 > 0 and a vector field 
Bh constant on each T E Th, such that, if we define 

IIvllth := 1I1iVvlI~ + (3 L hr>"TIIBh' VVII~,T + ""v"~, Vv E HJ(n) , 
Ter" 

then, if ,,> 0, the following estimate holds: 

Moreover, if rD 1= 0 (which is the case if" = 0), then 

The constant (3 depends on 80, but it is independent of the mesh size h. 
The vector field Bh satisfies liB - Bhlloo,T = O(h), for each T E Th; 
moreover, if B is piecewise constant, one can choose Bh = B. 

1 Given two functions Nl and N2 we use the notations' Nl ~ N2 if there exists 
a strictly positive constant 0 such that Nl:::; ON2. 
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3 A Posteriori Error Estimate 

We present an a posteriori error estimate for (3). The error estimators yield 
global upper and local lower bounds of the error measured in the energy 
norm: IIluII12:= vlul~ + IIuII~ or IIluIII2:= vlul~ in the case IIcil oo = O. For 
the sake of brevity, we omit the details of the proofs, which are contained 
in [S2]. Moreover, for the sake of simplicity, we assume a to be piecewise 
constant. 

We need some preliminary notations. For any T E Th, we denote by 
c(T) the set of the edges of T which does not intersect rD. For any 
I E c(T), we denote by [Y'I/>. n], the jump of Y'I/>. n across I in 
the direction n (it is independent of the orientation of n). Moreover, 
we define kl := max(l,IIcll oo), and k2 := IIall oov-1/2. Finally, we set 
aT := min(l, hTV-1/2) and a,:= min(l, Illv-1/2) or aT:= hTv-1/2 and 
a, := Illv-1/2, in the case IIcil oo = o. 

Theorem 2. Let fh be an arbitrary approximation of f. Set: 

'f/R,T := IIfh - Y' . (auh) - cuhllo,T , 

'f/R,I := II[-VY'Uh . n,]IIo,1 , 

'f/?,s:= L (1 (a· ni;) Y'Uh' (Pm - p)dPr ' 
1;;nT#0 I;; 

TJ~,s:= L (lli;l-l/21.xi;(a.ni;)2Y'uh,(Pi-p;)dPr, 
1;;nT#0 I;; 

'f/~,s := (hTaT)-2 L (1 CY'Uh' (P - Pi) dPr ' 
V;nT#0 V;nT 

2.2+2+2 'f/S,T .= 'f/l,S 'f/2,S 'f/3,S, 

where, for any Ii;, we denote by Pm' the middle point between P; and 
Pi' Then: 

IIlu - uhlll ~ { L a}('f/h,T + 'f/lT) + L a,'f/h,,} 1/2 
TEr" IEt:(T) 

+ { L a}IIf - fhll~,T} 1/2 
TEr" 
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Remark 9. H we compare the above estimates with the ones derived by 
Verfiirth (see, e.g., [V]), then we observe the presence of an additional term, 
namely 715,T, in the upper bound which is not present in the lower bound. 
This "unsimmetry" in the two sides of the estimates is due to the lack of the 
usual Galerkin orthogonality property for our scheme. 0 

Remark 4. The above estimates should be compared also with the a poste­
riori error estimates presented in Angermann's works [A1,A2]. The author 
introduces a method for the discretization of (1) for which the Galerkin or­
thogonality property fails, too. He constructs upper and lower bounds for the 
error based on the partition of unity approach of [BR]. The error, however, 
is measured in a norm only implicitly defined by the variational problem. 
Hence, it is not straightforward to adapt these estimates to mesh refinement 
algorithms. 0 

Finally, we show how the above error estimates can be utilized to obtain 
a refined mesh. To this end, we follow the strategy of equidistribution of the 
error indicator presented in [MPR]. We require that the true relative error is 
bounded in terms of a prescribed tollerance TOL as follows: 

(4) 

The simplest way to satisfy (4) is to require for each T E 1h that 

a}(71i,T + 71lT) + a}lIf - !h1l~.T + L: ami" ~ ~~: IIIUh1l12 , (5) 
'Et(T) 

where Nele is the number of elements in the triangulation. Given T E 1h, 
if (5) is not satisfied then T must be refined: the interior point ZT is added 
to the primary mesh. As an example of application, we consider the following 
problem, studied in [J,MPR]. 

Problem 5. We consider (1) with n = (0,1)2, v:= 10-3 , a:= (2,1) and 
f == OJ on the boundary, we impose the inhomogeneous Dirichlet condition 
U(O,y)=1 for O<y$l, U(x, 1) =1 for O$x<l,u(x,y)=O if x=l 
or y = O. 0 

In Fig. 1 we show the final resulting mesh, obtained by setting TOL = 
0.3, and the contour levels of the obtained solution. As we can see, the 
approximate solution presents a well resolved outflow boundary layer in the 
upper right corner. Even if the adapted mesh strictly follows the contour 
level, we can observe a residual diffusion in the resolution of the inner layer. 
Finally, we observe that the method works well also on triangulations less 
regular than the ones for which our theorems hold. 
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Fig. 1. The refined mesh (2485 points) and the related solution 
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Abstract. The authors present a numerical solution for the shallow water equations based on 
the Runge Kutta Discontinuous Galerkin method. Modeling sink and source terms introduces 
restrictions to the space discretization and a modification of the slope limiter. Hydraulic test 
problems and a real-world application show the good performance of the scheme. 

1 Introduction 

A wide variety of physical phenomena are governed by the shallow water equations 
(SWE). Some examples are tides in oceans, the breaking of waves in shallow 
beaches, open-channel flow problems such as roll waves, flood waves in rivers and 
surges. The SWE are a set of nonlinear hyperbolic equations and approximate the 
depth-averaged free-surface gravity flow problem of an incompressible fluid. 

The aim of this work is to present a numerical solution for the SWE based on the 
Runge Kutta Discontinuous Galerkin (RKDG) method which takes benefit of its 
main advantages, e.g. mass and momentum conservation, the handling of complex 
geometries, compactness and adaptivity. 

2 Governing Equations 

The SWE for one-dimensional transient open channel flows, written in conservative 
form, are 

U/ +Fx =S, in (O,L)x(O,T) , (1) 

with U=(hj, F=(q2 qgh2] 
q -+--

) h 2 

(2) 

in which h = depth of flow, q = uh = discharge, u = velocity and g = acceleration due 
to gravity. The right-hand side of the system represents sinks and sources of the 
momentum arising from the bed slope and friction losses, 

(3) 
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where Zx = bed slope is the spatial partial derivative of the bottom elevation z. The 
friction losses Sf are assumed to be given by Manning's formula where n = 
Manning's roughness coefficient. 

3 The RKDG method 

In this section we give a review of the one-dimensional RKDG method for the SWE 
using Legendre polynomials as local basis functions. Detail about the scheme and the 
extension to the two-dimensional case can be found in Cockburn (1998). 

3.1 The Discontinuous Galerkin (DG) space discretization 

For each partition of the interval (O,L), {Xj+ll2b = l ..... N , we set Ij = (Xj-ll2,xj+ll2). We 
seek an approximation Uh = (hh,qhl to U such that for each time tE [0,1], Uh belongs 
to the finite dimensional space P(l) in I of degree at most k. After multiplying (1) by 
the test function Vh and integration over Ij we integrate the flux term by parts to 
obtain the weak formulation 

'Vj=l,oo.,N, 'VUhEpk(/j)' 'VVhEpk(/k): 

J OPh(X,t)Vh(X)dx-J F(Uh(x,t))OxVh(X)dx+ o 0 
H(U h) j+1/2 (t) Vh (X}+1/2) - H(U h) j-1/2 (t) Vh (xj_1/2) 

=f S(Uh (x,t))Vh (x)dx . 
I J 

(4) 

Note that the function Uh is discontinuous at the points Xj+ll2 so that we have to 
replace the nonlinear flux F by a numerical flux H that depends on the two values of 
Uh at the points Xj+ll2. 

By choosing the Legendre polynomials Pm as local basis functions we obtain a 
diagonal mass matrix under consideration of their L2-orthogonality. The approximate 
solution Uh is then defined by 

(5) 

As in the standard Galerkin method we choose the local basis function cp".(x) as 
test function Vh. 

While the modeling of the friction losses is straightforward, the appearance of the 
bed slope introduces restrictions to the choice of Uh. The system is in a balanced 
state if the water elevation, the sum from bottom elevation z and fluid depth h, is 
constant and if the discharge q is zero. To consider this balanced state in the 
discretization we have to approximate the water depth of an order equal or higher 
than the bottom elevation. By using a linear representation for the bottom elevation, 
i.e. a constant bed slope, we have to choose a local basis function of degree k ~ 1 . 

Note that if we use numerical integration for the integrals of F and S it should be 
exact for the above given balanced state. 
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3.2 The numerical flux 

To complete the discretization in space it remains to choose the numerical flux H. 
The DO scheme is monotone if H(UL,UR) is a Lipschitz, consistent, monotone flux 
(Cockburn, 1998). For the shallow water equations Toro (1992) presented a suitable 
HLL-type flux based on the suggested approximations of Harten et. al. (1983), 

HHU(UL,UR)= SRFL-SLFR+SLSR(UR-UL) , if SL::;;O::;;SR (6) { 

FL if O::;;SL 

SR~SL if O;;::SR 

The wave speeds are chosen under assumption of two-rarefaction waves, 

SL =min(uL -~ghL'U* -~gh*), 
SR = min(uR +~ghR ,u* +~gh*), 

with ~gh* =!(~ghL +~ghR )-!(UR -uL)' 
2 4 

u* =!(UL +uR)+~ghL -~ghR . 
2 

(7) 

(8) 

(9) 

(10) 

Numerical experience with the HLL flux and a Roe flux with entropy fix does not 
show any significant impact on the computed solutions for an element degree k;;:: 1. 
Note that the above given wave speeds are obtained under an assumption of a wet 
bed, i.e. a non-zero flow depth h, on both sides of the computational domain. The 
speeds for a dry bed on one side can be found in Fraccarollo and Toro (1995). 

3.3 The TVD Runge Kutta time discretization 

After discretizing in space by the DG method it remains a system of ODEs for the 
degrees of freedom that can be rewritten in the form 

(11) 

To maintain the TVD property of the scheme the time discretization is done by a 
high order TVD Runge Kutta scheme. It should be at least of an order k + 1 , e.g. in 
Gottlieb and Shu (1998). The Euler forward step is the optimal first order method. 

3.4 The TVBM slope limiter 

To obtain high order stability for the space discretization k;;:: 1 a slope limiter is 
applied on every computational result of the Runge Kutta method. The limiting is 
performed in the local characteristic variables Ue, Ve, defining V as the unlimited 
variable U. In this work we present the limiting procedure for k = 1. Limiters for 
higher order approximations k > 1 of Uh and the multidimensional case can be found 
in Cockburn (1998). 
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As we mentioned before, the system is in a balanced state if the fluid elevation is 
constant with zero discharge. If the bed slope is non-zero the limiting should lead to 
a constant fluid elevation instead of a constant fluid depth. Assuming a constant bed 
slope Zx the variables can be modified by 

(12) 

obtaining a local elevation instead of a fluid depth. Note that the mean of the local 
elevation and the depth are equal in each element so that no influence results on the 
limiting in the characteristic field. Now we apply a scalar limiter on all components 
of the vectors in their characteristic fields: 

(13) 

(14) 

To obtain more than first order accuracy at extremas we replace the minmod 
function m by the TYB corrected minmod function iii defined as 

(15) 

4 Computational Results 
Focusing on dam-break problems the applicability of the SWE is demonstrated by 
several authors, e.g. in Franccarollo and Toro (1995), Stansby et. al. (1998). In this 
work we compare the numerical solution with the analytical solution. Furthermore, 
we give an example of a real-world application of the scheme. 

4.1 One-dimensional dam-break 

We consider a flat rectangular channel with zero friction and zero bed slope. A dam 
at position x = 0.5m divides the channel in an upstream and a downstream section. 
The initial conditions are given by 

U (x,O) = { (hup ,ol 'r if x ~ 0.5m 
(hdown ,0) , if x > O.5m 

(16) 

At time t = 0 the dam is suddenly removed, causing a bore travelling downstream 
and a rarefaction wave traveling upstream. The analytic solution of this problem is 
given in Stoker (1957). Figure 1 shows the performance of the RKDG schemes of 
piecewise constant, piecewise linear and piecewise quadratic elements for a depth 
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ratio of 0.5, hup = 1m at time t = O.ls. The space discretization has a resolution of 10 
elements. For the k = 1,2 schemes we use the TVBM slope limiter with M = 50. 

- analytical 
A conslanl 
o linear 
o quadratic 

O.S 

0.6 

delaY 
0.4 

0 0.2 0.4 0.6 0.8 
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c quadratic 

0.9 

Figure 1. Mean depth [m) (left) and detail (right) for a one-dimensional dam-break obtained 
with k = 0,1,2. M = 50. aj = 0.1m. t = 0.1s: Exact solution (solid line), piecewise constant 
solution (triangle). piecewise linear solution (circle). piecewise quadratic solution (square). 

4.2 Circular dam-break 

We consider a cylindrical dam with radius r = 11m separating the computational 
domain into an inner and external area with a fluid depth hin = 10m, hex = 1m and 
zero discharge qx, qy. After removing the dam at time t = 0 the resulting flow shows 
the ability of the method to conserve high symmetries on unstructured triangle 
meshes. The flow changes from circular symmetry to axial symmetry during the 
reflection at the boundary that is assumed as solid wall. 

50 
a 1.87m 
b 2 .67m 
c 3.67m 

40 d 4 .87m 8 

30 30 

20 20 

10 9 6.67m 10 
f 7.87m 
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9.67m 

0 0 
0 10 20 30 40 50 0 10 20 30 40 50 

Figure 2. Flow depth 1m] at t = 0.8s (left) and t = 4.5s (right) for circular dam-break obtained 
with k = 1. M = 50: low refined mesh with 1528 triangle elements (left area). high refined mesh 
with 5998 triangle elements (right area). 
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4.3 Real-world application 

Furthennore, the two-dimensional SWE are applied to the study of a sudden weir 
opening at a creek near Aachen, Gennany. The model includes friction losses and 
bottom elevation. Looking at the resulting flow in figure 3 we can approximately 
predict the flooding of the floodplain, the related water depth and velocity. 

bottom 
elevation 
Im.a.s.l.) 

207.0 

Figure 3. Flow after a sudden opening of a weir: bottom elevation (left), spreading of the water 
at t= 60s, t= 955, t= 1555 (middle), velocity at t= 1555 (right). 
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Dispersion Analysis of the Continuous and 
Discontinuous Galerkin Formulations 

Spencer Sherwin 

Aeronautics, Imperial College, Prince Consort Road, London, SW7 2BY, UK 

Abstract. The dispersion relation of the semi-discrete continuous and discontin­
uous Galerkin formulations are analysed for the linear advection equation. In the 
context of an spectral/hp element discretisation on an equispaced mesh the problem 
can be reduced to a P x P eigenvalue problem where P is the polynomial order. The 
analytical dispersion relationships for polynomial order up to P = 3 and the nu­
merical values for P = 10 are presented demonstrating similar dispersion properties 
but show that the discontinuous scheme is more diffusive. 

1 Introduction 

In this paper we derive the phase properties of the discontinuous and continu­
ous hp element Galerkin formulation [1,2] ofthe linear advection equation. To 
gain a better insight into the phase properties of these schemes we analytically 
construct an P x P eigenvalue problem which completely describes the phase 
properties of both the continuous and discontinuous Galerkin schemes on an 
equi-spaced mesh. This analysis shows that the discontinuous Galerkin for­
mulation has a comparable dispersion relationship as the continuous version 
although the discontinuous formulation show significant damping at higher 
frequencies. 

2 Continuous and Discontinuous Galerkin Formulation 

Considering the linear advection equation: 

au au_o 
at + ax - , (1) 

we assume an equispaced discretisation within which the solution is a ap­
proximated by u(x, t) ~ ue(x, t) = E~~~ tPp(x)u;(t) within the eth elemental 
region [xi, x~]. Taking the inner product with respect to the expansion basis 
tPq(x) we obtain the elemental Galerkin approximation: 

(tPq(x), a~e (x,t») e + (tPq(X), ~: (x,t») e 'V q. (2) 

In the standard continuous Galerkin formulation tPP (x) is typically defined 
in terms of an interior and boundary type decomposition so that a glob­
ally Co continuous can be constructed. Introducing the elemental matrices 
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M[q,p] = (~q, ~p), D[q,p] = (tPq, ~) the global form of equation (2) can be 
represented in matrix form as: 

(3) 

where Z is the matrix operation of direct stiffness assembly. In equation 
(3) the use of the underlined matrix M represents the extension of the local 
matrices M to a global system of block diagonal matrices. A similar extension 
has also been assumed for it. = Zf!" where it. e is a local vector of expansion 
coefficients, i.e. !!e[p] = u;. See [3] for more details. 

For the discontinuous Galerkin formulation we integrate the second term 
in equation (2) by parts to obtain: 

(4) 

To allow information to propagate from one elemental region to another the 
boundary flux is upwinded which is denoted as uelx = uelx . For the linear 
advection equation uelx is defined as: 

-e I e·f e U x=uxo 1 X=XU , 

" 
-el e-l·f e 
U x = U 0-1 1 X = X, • 

x" 
(5) 

A numerically more convenient form is obtained by integrating the second 
term in equation (4) by parts again and substituting in the definition of 
ue(x, t) to arrive at the equation: 

L [ (tPq, Ep ~p) e 0;: + (~q,Ep ~) e up + [~q(ue - ue)]:r] = o. 
e 

This equation can be represented in an elemental matrix form as: 

oue 
M-- + Due + Fue + Gue - 1 - 0 at - (6) 

where M, D have the same definition as before and applying the upwinding 
condition (5) F[q,p] = tPq(XI)tPp(XI), G[q,p] = -~q(XI)~p(Xu). 

3 Phase Analysis 

Considering an equispaced mesh of Ne/ elements within a periodic region 
[xa, Xb] the element matrices for both formulations become: 

where hj2 is the Jacobian of the mapping from the region [xT, x~] to [-1,1] 
and h = (Xb - Xa)jNel. 
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The global matrix system for the semi-discrete advection equation using 
the discontinuous formulations can be written as: 

[
M 0 ... 0 1 
OM··· 0 

o 0 ... 0 
o 0 ... M 

[
(D +F) 0 ... G 1 

G (D+F) ... 0 
ue = 0 o ... ... 0 -

o 0 G (D+ F) 

(7) 

In our formulation we assume an orthonormal basis of Legendre polynomials 
Lp«() and so M = Ih/2. We now seek a solution to the semi-discrete problem 
of the form 

where i = A and a is a vector of P + 1 constants. For periodicity ei8N• 1 = 
1 which implies that On = 27rn/Nel for 0 ~ n < Nel. Substituting this 
expression into equation (7) we obtain the eigenvalue problem 

[-(iwh)I + A] a = 0 where (8) 

A[q,p] = 2 {D[q,p] + F[q,p] + G[q,p]e- i8 } , alP] = ap 

For P = 0, which is the Godunov scheme, <Po«() = 1/V2 and so D = 0, F = 
1/2, G = -1/2 and the eigenvalue problem reduces to [-iwh+ 1-e-i8 ]ao = O. 
Therefore ihw = (l_e- i8 ) which is identical to the upwinded first order finite 
difference scheme. When P = 1, 4>o«() = 1/V2, <P1«() = ..j3f2( and 

which leads to the eigenvalues ihw1,2 = 2 + e-i8 ± "/e-2i8 + 10e-i6 - 2. 

The analytic eigenvalues for the next two polynomial orders were obtained 
using Mathematica and found to be, for P = 2: 

ihw1 = 3 - e- i8 - ,8-1/3(14 - e-i8 + 3ei6 ) + ,81/3e-i8 (9) 

ihw2,3 = 3 - e- i8 + ,8-1/3(14 - e-i8 + 3ei6 )(1 ± iV3)/2 

_,81/3e-i6(1 1= iV3)/2 (10) 

where 

a = 3 - 166ei8 + 1872e2i8 _ 18e3i8 + ge4i8 

,8 = -1 + 21ei8 - 75e2i6 + 3e3i8 + 2vaei6 
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and for P = 3 are 

'h 4 -i8 ..,fi ± ..jF • Wl 2 = + e - - --, 2 2' 
. ..,fi V6+ 

ihw3,4 = 4 + e-18 + 2" ± -2- (11) 

where 

a = 24 + 2796e i8 + 342225e2i8 + 6271880e3i8 + 326640e4ill + 1056e5ill _ 96e6i8 

f3 = -8 + 924e- i8 + 291e- 2ill - 2e-3i8 + vae- 3ill 

'Y = -16 + 72e- i8 + 4e-28 + 4(50/ (3)l/3( _e-2ill - 66e- ill + 2) + 2(20f3)l/3 

o± = 144e- i8 - 32 + 8e-2ill - 4(50/ (3)l/3( _e-2ill - 66e-i8 + 2) - 2(20f3)l/3 

± ('Y)-1/2(16e-3i8 + 432e-2ill + 1968e-i8 + 64). 

In the above expressions the nth root of a complex number is considered 
to be zl/n = Izll/ne Lz/n. 

For the continuous Galerkin method we also seek a solution of the form 

however this time a is a vector of P constants due to the assembly operation 
involved with the continuous scheme. Assuming that the vertex degrees of 
freedom are defined for p = 0 and P in the definition of ~p«) then substitut­
ing this expression into globally assembled matrix system (3) we obtain the 
eigenvalue problem 

[-iwB + A] a = 0 where (12) 

B[q,p] = M[q,p] + M[q, P]e i90po + M[P,p]e- i8oqo + M[P, P]opOOqO 
A[q,p] = D[q,p] + D[q, P]ei8opo + D[P,p]e- i8oqo + D[P, P]opOOqO 

o ~p,q < P 

Using a continuous basis of the form: ~o«) = ¥, ~p«) = ¥!.¥p;,l«)(O < 
p < P) and ~p«) = !.¥' where P;,l«) is the Jacobi polynomial, for P = 1 
we find that 

M - !!. [2/3,1/3] D _ [-1/2,1/2] 
- 2 1/3,2/3' - -1/2, 1/2 

and so A = eif -r" = i sin (J and B = ~(2 + e" +;-if ) = ~(2 + cos 0) which 
gives us the dispersion relations 

iw~(2 + cos (J) + i sin (J = 0 => hw = -3 sine (J) • 
2+cos(J 

which is identical to the fourth order compact finite difference scheme using 
a three-point stencil. For P = 2 we obtain: 
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Fig. I. Dispersion relations for (a) continuous scheme at P = 3 and (h,c) discon­
tinuous scheme at P = 3. 

and finally for P = 3 the eigenvalues are: 

a = 90 cos 28 + 5760 cos 8 + 6750 

{3 = 540 sin 38 + 153900 sin 8 - 77760 sin 28 

-y = V4a3 + {32 - i{3 

. 15e28 - 15 - a(2h)1/3ei8 + ei8 (-y/2)1/3 
ZhW1 = 3(1 + Bei8 + e2ill ) (13) 

. 15e28 - 15 + a/( 4-y)1/3(1 ± v'3i)ei8 - (-y /16)1/3(1 =F v'3i)ei8 
ZhW2,3 = 3(1 + Bei8 + e2i8) (14) 

4 Discussion 

Figure 1 illustrates the dispersion relation for the continuous and discontinu­
ous formulations at a polynomial order of P = 3. The continuous formulation 
provides a purely imaginary phase solution (see eqn.(13)). Figures l(b) and 
(c) show the imaginary and real components of the analytic phase relation 
for the discontinuous scheme given by equation (11). These plots completely 
define the phase relationship for any number of elements. In both imaginary 
component of the solution we see a linear growth with 8 which represents the 
analytic dispersion relation for the linear advection equation. At very high 
frequencies the curves decay back to zero. The very dispersive modes of the 
discontinuous scheme are associated with a very fast damping as indicated 
by figure l(c). Two notable features of the imaginary components shown in 
figure 1 are the branch jumping of the solutions and the multiple roots for 
each value of 8. The cause of the branch jumping is due to the restriction in 
argument of the trigonometric functions in the computer program between 
-11" < 8 < 11". When we evaluate the square root of a complex number of ar­
gument 11" a small perturbation, € to the argument causes a jump from 11" - € 

to -11" + € which leads to a change in sign of the complex component of the 
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'I 

v V V V 
(a) (b) (c) 

Fig. 2. Eigenvectors of discrete continuous problem Ne/ = 6, P = 3. (a)w = 3.142 ~ 
11" (b) w = -16.08 ~ -511" and (c) w = 21.60 ~ 711". 

root. The multiple roots for a given () are simply due to the ability of a high 
order expansion to resolve more than one eigenfunction within an element. 
This point is illustrated in figure 2 where we consider the eigenfunctions of 
the discrete problem for the continuous formulation when Ne/ = 6, P = 3. In 
this problem the first non-zero value of ()n is 211"/6 ~ 1 which produces three 
discrete values of iwh (see figure 1(a)). For the analytic solution the three 
eigenvalues corresponding to the wavenumbers w = 11", -511", 711" and should 
have eigenvalues of the form eWZ;. As shown in figure 2 all b~anches produce 
a discernible approximation to these eigenfunctions. 

In figure 3 we show a similar series of plot as shown in figure 1 for a 
polynomial order of P = 10. These plots were numerically evaluating from 
the systems given by equation (8) and (12). All results have been validated 
against a numerical eigenvalue evaluation of the complete semi-discrete sys­
tem similar to equation (7) using LAPACK. 

The ultimate aim of this investigation is to compare the relative advan­
tages and disadvantages of the continuous and discontinuous formulations. 
Certainly from the implementation point of view the local elemental charac­
teristic of the discontinuous scheme is very efficient. Both formulations also 
have comparable phase properties. However in the discontinuous formula-

'3 '3 '3 
:: G ", ilO 
! j 

-GO ... 
(a) (b) (c) 

Fig. 3. Dispersion relations for (a) continuous scheme at P = 10 and (b,c) discon­
tinuous scheme at P = 10. 



Dispersion Analysis of CGM and DGM 431 

(a) 

II ==:: 

g.Yf!JJJ; \ 
, \ I 

_. V IJ 
•• 

-- ... _ "". 

(b) 

Fig.4. Solution of the linear advection equation at t = 0,4 for initial conditions of 
sin (311'x) with N el = 1, P = 10. ( a) continuous and (b) discontinuous. 

tions the range of the dispersion relation is larger due to the greater number 
of degrees of freedom for a given polynomial order. Nevertheless at higher 
frequencies there is a significant damping which could be eliminated using a 
centred flux as investigated in [4]. Although the non-diffusive nature of the 
continuous scheme appears mathematically attractive it can lead to equally 
erroneous solution due to the poor phase properties of the higher frequen­
cies. To illustrate this point in figure 4 we compare the two methods for 
u(x, 0) = sin(31rx) in -1 < x < 1 with Ne/ = 1, P = 10. The solid line shows 
the initial condition and the dotted line gives the solution at t = 8. From 
these figures we see the diffusive nature of the discontinuous scheme however 
we also note the the continuous scheme gives rise to a solution of magni­
tude greater than 1. Figure 2 demonstrates that the discrete eigenfunctions 
are not pure sinusoidal waves and so we would expect the projection of the 
initial conditions to involve more than !Jne discrete eigenfunction. Although 
all of these frequencies are non-diffusive the poor phase property of the high 
frequency components can force the solution to become erroneous leading to 
the observed peak as the discrete eigenfunctions move in and out of phase. 

The author would like to acknowledge Professor Mike Giles of the Oxford 
Computing Laboratory for insightful discussions. 
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Abstract. This non-conforming extension of the finite element method is illus­
trated with a model elliptic problem and other applications are sketched. New 
results concerning domain decomposition and the construction of a solenoidal basis 
for the Stokes equations are described. 

1 Introduction 

The cell discretization algorithm (CDA) is a non-conforming extension of 
the finite element method for approximating solutions for partial differential 
equations due to Greenstadt [5],[6] and Raviart and Thomas [8]. See also 
Dorr [4]. It is similar to the mortar method of Bernardi et al. [2]. 

A domain 0 is partitioned into cells Oi and solutions are approximated 
by a linear combination of basis functions on each cell Oi. Another set of 
basis functions is defined for each interface Fij between between cells Oi and 
OJ. These basis functions are used to enforce a form of weak continuity on 
approximations over the entire domain by requiring that the difference of 
the traces of approximations on the common boundaries of adjacent cells 
be orthogonal to increasing numbers of the interface basis set. These require­
ments, called moment collocations, are expressed as a set of linear constraints 
on the coefficients to be used with the bases to define the approximation to 
the solution on each cell. 

A weakly continuous basis that incorporates these moment collocation 
constraints is constructed so that Galerkin methods can be used to generate 
our approximate solutions. We have derived error estimates that establish 
convergence to the solutions for self-adjoint elliptic equations [3],[10], non­
self-adjoint equations [13], parabolic equations [11] and hyperbolic equations 
[12]. The algorithm produces convergent approximations to the stationary 
and non-stationary Stokes equations [14],[16]. 

For this brief overview of the CDA, in section 2, we describe a simple 
example of the method that captures the essential ideas of the algorithm and 
shows the sort of error estimates that establish convergence of the approxi­
mations. Section 3 describes some recent results. 
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2 An elliptic problem 

For our sample problem, we approximate U E Hfj (il) such that - L1u + U = f 
where il is a disk and ilo is its exterior. Partition il with a diameter into cells 
ill and il2; the external boundary semicircles are rlO and r20 ; r12 denotes 
the interface diameter between ill and il2 . 

For each cell ilk, the solution U can be expressed in terms of a basis {Bn 
as u(x) Ink= E':::d3f Bf(x) + Qm(u), where E':::l,af Bf(x) is u's HI(ilk) 
projection on span{Bnr:1 and Qm(u) is the projection on the complement. 
The norm of Qm ( u) is an important component of our error estimates. 

We seek coefficients {bn so that, on ilk, E':::1 bf Bf(x) is an approxima­
tion to the solution. This finite dimensional approximation space is denoted 
by H[m). 

For v(x) defined for x E ili, define /ij(V) to be the trace map evaluating 
v on the boundary segment rij. There are constants eij such that 

For the 'moment collocation' which gives our weak continuity across rij, 
we choose any basis {w~j} for L 2 (rij). Thus for any h E L 2(rij),h = 
",n dij ij + T.ij (h) h ",n dij ij· th L . t· f h L....q=1 q Wq n , were L....q=1 q Wq IS e 2 proJec IOn 0 on 
span{w~j}~=1 and T~j(h) is the projection on the complement. For our ex­
ample, weak continuity for approximation un,m(x) Ink= E':::1 bf Bf(x) is 
achieved by requiring that, on interface r12, 

0= f [-r12(Un,m) - /21(Un,m)]W;2ds ==< [-r12(Un,m) - /21(Un,m)) ,w;2 >12 
Jr 12 

m 

= 2:)} < /12(B]),w;2 >12 -bj < /21(Bj),W;2 >12 
j=1 

for 1 ~ q ~ n, and, to achieve a weak match with the zero boundary values 
on riO, 

m 

0=< /iO(Un,m) - O,w~o >iO.= L:bJ < /12(B;),w~0 >,0 
j=1 

for 1 ~ q ~ n. 
Independent of our basis, the space offunctions that are weakly in H6( il) 

in this manner is denoted Go [n). Our approximation space for the Cell method 
is Go[n][m) == Go[n) n H[m). 

We note here that any polynomial implementation in RK (with planar 
interior interfaces rij) includes a version of the h - p finite element method 
as a special case [1). For example, suppose our cells are in R 2 • If we use poly­
nomials of degree less than or equal to p for the basis on each cell and choose 
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the first p + 1 Legendre polynomials to be the collocation functions on each 
interface rij, our approximation is continuous throughout fl, since the differ­
ence of the traces of the approximation on either side of any rij, if non-zero, 
is a polynomial of degree at most p, yet the difference must be orthogonal 
to the Legendre polynomial functions w~ for k :::; p + 1. However, our com­
putations show that it is not particularly advantageous to approximate with 
continuous functions using this method. We return to this later. 

For self-adjoint elliptic problems, the moment collocation constraints are 
enforced by the use of Lagrange multipliers. For non self-adjoint problems 
and time dependent applications, we construct a basis {Bi} for Go[n][m] that 
automatically satisfies the collocation constraints in the following manner. If 
b is the vector of the coefficients used with the basis functions, we express the 
linear moment collocation constraints as Mb = 0 where M is the collocation 
matrix. Thus the null space of M is the set of acceptable coefficient vectors 
b. This is readily obtained from the QR factorization of MT: 

It then follows that the columns of Q" span the null space of M. These 
columns are used to construct global basis {Bi}. In the two cell case, express 
the ith column as (qli, q2i, ... , qmi, q(m+l)i, ... , q2mi); a member of our new 
b .. B - "m Bl ,,2m B2 

asiS IS i = '--j=1 qji j + '--j=m+l qji i· 
We return to our example. Convert the problem of solving -Llu + u = f 

to the task of finding u E HJ(fl) such that for any v E HJ(fl), 

(u, vh = (I, v)o , (1) 

where (·,·h denotes the Hl(D) inner product, and (., ·)0 is the L2(D) inner 
product. We extend (-'·h to our space of discontinuous functions by summing 
HI (Dk)inner-products over k. We then use linear algebra to solve (1) in finite 
dimensional Go[n][m] to obtain an approximation denoted by un,m. 

A typical error estimate is given in the following theorem [3],[10]; it estab­
lishes convergence for such approximations over general domains partitioned 
into N cells. 

Theorem 1. Suppose the solution u is in H 2 (fl). The normal derivative of 
u on rij is represented by Dniju; II . lIij denotes the L2(rij) norm. Let nj 
be the largest number of faces rij of any of the N cells. GT is the maxi­
mum of the the ''trace constants" Gij. (For squares or triangles of diameter 
h, GT < 3h- I / 2 .) Assume that the collocation/unctions {w~} are L2(rij)- or­
thonormal. Suppose that un,m denotes the approximation obtained by solving 
the linear system described above. Then 

II u - Un,m III 
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A new symbol here is 1'; it is the smallest eigenvalue for MC-1MT where Cis 
the matrix of diagonal blocks Ck, one for each ilk, with entries (Bf, Blkk. It 
is shown in [10] that 1/1' is non-increasing as the number of basis functions m 
utilized on each ili is increased. Hence the estimate establishes convergence 
as n becomes large and m becomes suitably larger since the norms of the 
complements of the projections become small. 

We have obtained a number of results concerning 1'. We show in [3] that 
I' ~ min{l'k}, where 1'10 is the smallest eigenvalue for MkC;lMf; Mk is that 
portion of collocation matrix M that pertains to the cell ilk exclusively. Thus 
we can obtain an estimate for I' if we know the sorts of cells in the partition 
of il; we need not treat the entire system. Furthermore, for cells that are 
triangles, parallelograms, tetrahedra or parallelepipeds and are scaled to have 
diameter h, it is shown in [3] that Ph ~ hPl, where 1'1 is the value when a 
largest side of ili has unit diameter. Thus in this case, for estimates of 1/1', 
it suffices to consider representative cells with diameter 1. 

The norms of the terms II 'T~j (Dn;ju) lIij and II Qm(u) IiI appearing in 
the theorem have been estimated when we use polynomial bases on cells par­
titioning il into triangles, parallelograms, tetrahedra or parallelepipeds (see 
[7]). These errors are expressed in terms of the degree p of the approximat~<?n 
on each cell, the degree q of the Legendre polynomial basis functions {wi} 
used for collocation on the interfaces rij, and h, the largest of diameters of 
any cell. For example, applying estimates of Babuska et al. [1], the theorem 
gives the following error estimate for approximations (now denoted by uq,p) 
of solutions for problems in R 2 , where the solution is in Hk (il): For constants 
C1 and C2 depending on the coefficients of a general elliptic operator and the 
angles between adjacent sides of cells, 

II U - uq,p IiI 

:$ [C1(h/2)min(k-3,q)q-(k-2) + C2Vl/l'lhmin(k-2,p-1)p-(k-1)] II U IIH" 
When the solution is analytic, the q-dependency of the first term is of form 
(.73(q + 2»-(q+1.5) and the p - dependency of the second term is of form 
(.52p)-P [3]. Typical experimental results for the analytic case are shown 
below. Fig. 1 (a) gives the error as a function of p, the degree of the approx­
imation basis, for various values of q, where the cells are congruent squares. 
Fig. 1 (b) shows the errors when we fix q and vary p. 

Recall that when p = q, the approximations are continuous, and we are 
implementing the finite element method. We see that enforcing continuity 
of the approximation is not all that necessary; the results are essentially 
as good when q = p - 3. Empirically, all experiments so far suggest setting 
q = p-2(for triangular cells) and q = p-3(for square cells) rather than q = p. 
This interesting result occurs in all the other experiments we have made with 
different kinds of partial differential equations. What seems to be happening 
is that although the first error term concerned with q is eliminated (in certain 
cases) when we enforce continuity by setting q = p, parameter 1/ fJ1 becomes 
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very large (6,583 for a 10th degree basis for squares), nullifying the apparent 
advantage obtained by eliminating the first error term [3]. On the other hand, 
when p = 10 and q = 7, 1/J.ll = 567. 

H Errors vs p In p. Error vs. p for various q. 
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Fig. 1. Error calculations. 
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For the Stokes equations [14],[16], the necessary solenoidal condition div u = 
o for solution vector U is imposed on each cell by requiring that div un,m be 
L2( ilk) - orthogonal to basis functions {Bf : i = 1, ... , r}. This is enforced by 
adding additional rows to Mj the QR decomposition for MT again gives us 
a global weakly continuous basis. When the basis functions are polynomials, 
we can enforce the solenoidal condition exactly, for, with an approximation 
uq,p of degree p, div uq,p is a polynomial of degree p -lj if this is orthogonal 
to basis functions containing div uq,p in their span, the divergence is zero. 
We obtain approximations for both U and the pressure. 

We have some new experimental results obtained while using cell dis­
cretization methods in an adaptive alternating Neumann - Dirichlet algorithm 
for domain decomposition [15]. The domain of an elliptic Dirichlet problem 
is partitioned into two sub domains. Solutions on the two sub domains can be 
patched together to form a solution to the original problem provided the so­
lutions agree across the common interface of the sub domains and the normal 
derivatives there have equal absolute values and are opposite in sign. We use 
a method proposed by Rice et al. [9] and generate such a solution by alter­
nating between imposing Neumann and Dirichlet conditions on the interface, 
with boundary data adapted from the results of the previous approximation. 
A-posteriori error estimates show that we have global convergence provided 
the computed interface errors are sufficiently small; the estimates also give 
a good indication of how to use the information obtained from a previous 
computation to best suggest new boundary values. We have yet to encounter 
an elliptic problem on a polygonal domain where this algorithm fails to con­
verge quite rapidly, which suggests that it may be possible to prove general 
convergence for this method. 
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Abstract. An analysis ofthe balance between the computational complexity, accu­
racy, and resolution requirements of a discontinuous Galerkin finite element method 
for the solution of the compressible Euler equations of gas dynamics is presented. 
The discontinuous Galerkin finite element method uses a very local discretization, 
which remains second order accurate on highly non-uniform meshes, but at the cost 
of an increase in computational complexity and memory use. The question of the 
balance between computational complexity and accuracy is addressed by studying 
the evolution of vortices in the wake of a wing. It is demonstrated that the discon­
tinuous Galerkin finite element method on locally refined meshes can result in a 
significant reduction in computational cost. 

1 Introduction 

The accurate calculation of small scale How structures presents a great chal­
lenge to computational fluid dynamics. Wake vortices, shocks, and the viscous 
sublayer in wall-bounded flows require a resolution which is orders of mag­
nitude finer than in other regions of the flow. Efficient simulation of such 
structures is only feasible on highly non-uniform meshes, which are refined in 
the regions of interest. Accurate simulation of the flow structures on locally 
refined meshes is possible using Discontinuous Galerkin (DG) methods. 

Discontinuous Galerkin finite element methods result in a very local dis­
cretization, which combines well with h-refinement because it maintains accu­
racy on non-smooth grids. The discontinuous Galerkin finite element method 
is, however, considerably more expensive, both in terms of computational 
complexity and memory usage, in comparison with the more commonly used 
finite volume methods. The key question to be addressed in this paper is 
whether for specific fluid dynamics problems, with vastly different length 
scales in two or more directions, the computational complexity of the DG 
method is more than compensated by its accuracy. 

The balance between accuracy, resolution, and computational complexity 
of the DG finite element method is investigated by studying its efficiency 
in capturing the vortices in the wake of a wing. Numerical dissipation and 
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insufficient grid resolution cause serious problems in capturing vortical struc­
tures, and result in a smearing and decay of the vortical structures at some 
distance behind the wing. For many applications it is very important to be 
able to trace these vortical structures over a large distance downstream. 

The outline of the paper is as follows. After a short description of the 
algorithm, the computational complexity of the method is analyzed. Subse­
quently its accuracy on highly non-uniform meshes is assessed for vortical 
flow. Finally, the balance between computational complexity and accuracy 
will be addressed. 

2 Numerical Method 

The numerical method used in the present investigation combines a discontin­
uous Galerkin discretization for the spatial discretization with a TVD-Runge 
Kutta time integration method and multigrid acceleration. This technique 
has received considerable theoretical interest during the last decade. Espe­
cially the work of Cockburn, Shu, et al. [1,2], significantly contributed to its 
theoretical development. In a series of papers van der Vegt and van der Yen 
[4-6] further developed the DG finite element method into a second order 
accurate numerical technique for the solution of the three-dimensional Euler 
equations of compressible gas dynamics on highly non-uniform hexahedral 
meshes. This method is used in the present investigation. 

The most computationally intensive part of the method are the element 
face flux integrals. The straightforward computation of the face flux integrals 
requires four point Gauss quadrature rules for second order accuracy. Van der 
Vegt et al. [6] proposed an approximation to the flux integrals of the form 

where S is a face, Uh is the state vector of the Euler equations, F is the 
flux function, n is the face normal, <Pm (0 $ m $ 3) is the m-th basis 

function in the cell bounding S, and U~ is the face average. The volume fluxes 
are approximated likewise. Van der Vegt et al. [6] proved that second order 
accuracy is retained when the geometric terms are computed exactly. These 
approximations result in a number of flux calculations which is approximately 
equal to finite volume methods, and in a reduced computational complexity. 

The algorithm is efficiently implemented in the program HEXADAP using 
a face based data structure, which allows full vectorization and parallelization 
of the code. The parallel performance of the code is further improved with a 
dynamic domain decomposition technique, which automatically redistributes 
the elements over the processors after grid adaptation [7,8]. The computa­
tional efficiency is further improved by local time stepping (with CFL=0.7) 
and a multigrid convergence acceleration algorithm, which uses a first order 
accurate scheme on the coarser grid levels. 
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How field 
geometry 
topology 
total 

storage 
(3nm + n+ 4)R 

84 R 
91 I 

200 words 

Table 1. Memory requirements per grid cell for the DG method. The following 
notations are used: n is the number of How variables (n = 5), m the number of 
basis functions (m = 4), R refers to real variables (8 Bytes), I to integer variables 
(4 Bytes). Totals are in 8 Bytes words. 

The DG finite element method results in an accurate discretization, but 
with increased memory use and a significantly larger computational complex­
ity than finite volume methods. The DG method also solves equations for the 
three higher moments for all five variables of the Euler equations and stores 
these variables. This results in 20 degrees of freedom per grid cell, four times 
more than for finite volume methods. 

3 Computational complexity 

In this section the computational complexity of the DG method is analyzed 
and compared to a well-tuned finite volume Jameson algorithm implemented 
in the multi-block structured flow solver ENFLOW [3]. Since the Jameson 
algorithm is optimal in terms of computational complexity, the reader should 
be aware that this is the strictest comparison possible. 

The memory requirements of the above DG method are tabulated in Ta­
ble 1. The memory is split into three parts: flow field, geometry (grid points, 
mass matrix, element integrals, etc.) and topology. The latter is required since 
the hexahedron grids are unstructured. The block-structured finite volume 
flow solver EN FLOW requires approximately 20 words per cell. The second 
order DG flow solver HEXADAP on unstructured meshes has four times 
more degrees of freedom and requires 2.5 times more memory per degree of 
freedom than the block-structured finite volume flow solver. 

The number of floating point operations per grid cell per fine grid iter­
ation (including coarse grid corrections)of HEXADAP is 21 kflop, that is, 
5 kflop per degree of freedom per fine grid iteration. In Table 2 the main 
components of the computation and their respective work load is shown. The 
main part is the Osher flux difference scheme, followed closely by the slope 
limiter. Note that the solution of the moment equations constitutes 20 % of 
the work load. Certain geometric contributions are recomputed at each stage 
in the Runge-Kutta scheme, amounting to 10% of the work load. Note that 
since the face flux computations constitute about 50% of the work load, a 
four point quadrature rule for the flux evaluation would increase the total 
work load by a factor of 2.5. Hence the above approximations to the flux 
integrals significantly reduce the computational complexity. The single pro-
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Osher scheme 
slope limiter 
flow moments 
geometric contributions 
left and right states 
Runge Kutta 

work load 
33 % 
25 % 
20 % 
10 % 
7% 
5% 

average performance 
800 
400 

1450 
400 
500 

1500 

Table 2. Distribution of work and average single processor vector performance (in 
Mflop/s) in the DG method 

cessor vector performance is 600 Mflop/s (30% peak) on average on a NEe 
SX-4 and is mainly bounded by memory access. 

The finite volume flow solver ENFLOW requires 2 kflop per grid cell per 
fine grid iteration. The unstructured DG method has, however, four times 
more degrees of freedom and is 2.5 times more computationally expensive, 
per degree of freedom, than ENFLOW. In the next section it will be shown 
that the DG method is accurate on highly non-uniform grids, which require 
significantly less elements than structured grids. 

4 Results 

The balance between computational complexity and accuracy ofthe DG finite 
element method discussed in this paper is investigated by calculating the flow 
field about a generic wing at a free stream Mach number Moo = 0.84 and 
angle of attack a = 3.060 • The wake vortices of the wing are difficult to 
capture over a large distance, especially if the grid is not aligned with the 
vortex core. After calculating an initial solution on a grid of 130,000 cells, the 
grid is adapted five times until a grid with 250,000 cells is obtained. After 
each adaptation the mesh is repartitioned for parallel load balance, and the 
flow is advanced for 100 multigrid cycles, see Figure l(a). Grid refinement is 
only performed in the wake and not over the wing. The grid is refined at the 
vortex using a vortex sensor based on vortex strength and the total pressure 
loss. Note that the derivatives of the velocity are directly available in each 
cell, since the DG method has 20 degrees of freedom per cell, including a fully 
resolved gradient of the state vector. 

Figure l(b) shows the vortex in a cross-section at x = 3 (the wing tip is 
located at x = 1.4 and the wing span is three). In Figure 2 the vortex, shown 
as streamlines, at a cross-section one and half wing span behind the wing tip 
on the one time refined mesh is compared with the results on the final refined 
mesh. It can be clearly seen that the vortex is better resolved and extends 
further downstream. Figure 3 shows the final adapted grid at x = 3, x = 6, 
and x = 9. Note that the initial mesh is not aligned with the vortex core, but 
the grid refinement accurately captures the vortex. 
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(a) Convergence history (b) Vortex at x = 3 

Fig.1. Multigrid convergence history of the L2 residuals of the means and How 
field of a generic wing (Moo = 0.84, a = 3.060 ). Only the residuals in the wake are 
measured. 

Fig.2. Vortex comparison on one time refined grid (left) and final refined grid 
(right) at x = 6. The vortex is visualized using streamlines. 

Locally at the vortex the initially structured grid is refined twice in all 
three directions. In case of uniform refinement in, say, a quarter of the mesh, 
a structured grid with the same resolution would require at least t ·64 = 16 
times more grid points than the adapted grid (and would be difficult to 
generate since the vortex position is unknown beforehand). Hence the higher 
computational complexity of the DG method using locally refined meshes is 
compensated by its accuracy on non-uniform meshes. 

5 Conclusions 

The DG method is efficient on highly non-uniform meshes and, combined 
with grid adaptation, is able to trace wake vortices over large distances. 
The computational complexity of the DG method per degree of freedom is 
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(a) mesh at :z; = 3.0 (b) mesh at :z; = 6.0 (c) mesh at :z; = 9.0 

Fig.3. Three cross-sections of the final refined non-uniform mesh behind a generic 
wing. 

2.5 times the complexity of a finite volume block-structured method, both 
in flop count and memory use. This factor is similar to the difference be­
tween structured and unstructured (tetrahedra) finite volume schemes. The 
increased complexity of the unstructured DG method is compensated by its 
accuracy on non-uniform, locally refined, grids which require significantly less 
grid cells for the same resolution. 
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Abstract. An Eulerian-Lagrangian localized adjoint method (ELLAM) is pre­
sented for coupled systems of fluid flow processes occurring in porous media with 
point sources and sinks. The ELLAM scheme symmetrizes the governing trans­
port equation, greatly eliminates non-physical oscillation and/or excessive numer­
ical dispersion present in many large-scale simulators widely used in industrial 
applications. It can treat large mobility ratios, discontinuous permeabilities and 
porosities, anisotropic dispersion in tensor form, and point sources and sinks. It 
also conserves mass. Numerical experiments are presented. The relationship be­
tween ELLAM and discontinuous Galerkin methods (DGMs), and the possibility 
of developing a hybrid ELLAM-DGM scheme are discussed. 

1 A Mathematical Model 

Let p(x, t) and u(x, t) be the pressure and Darcy velocity of a fluid mixture, 
and e(x, t) be the concentration (volume fraction) of an invading fluid or 
concerned solute/solvent in the fluid mixture. The equation of mass conser­
vation for the fluid mixture incorporated with the incompressibility condition, 
Darcy's law, and the equation of mass conservation for the concerned com­
ponent yields a coupled system of partial differential equations (PDEs) that 
describes incompressible fluid flow processes in a porous medium reservoir () 
with point sources and sinks (injection and production wells) [1,6] 

'\l·u = q, 

K 
u = - I'(e) ('\lp - pg'\ld) , 

oe 
IjJ at + '\l. (ue - D(u)'\le) = qe*, 

x E Q, t E (0,11 , 

x E Q, t E (0,11 , 

x E Q, t E (0,11 . 

(1) 

(2) 

In many cases, the thickness of the medium is significantly smaller than its 
length and width. Hence, it is reasonable to average the medium properties 
vertically and to assume Q C rn? with a nonuniform local elevation. K(x) is 
the permeability tensor of the medium, 1'( e) is the concentration-dependent 
viscosity of the fluid mixture, which is determined by some mixing rule 

(3) 

where 1'0 is the viscosity of the resident fluid and M is the mobility ratio. 
p is the density of the fluid mixture, 9 is the magnitude of gravitational 
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acceleration, d(x) is the reservoir depth, q(x, t) is external s~)Urce and sink 
term that accounts for the effect of injection and production wells, cfo(x) is the 
porosity of the medium (proportion of volume available to porous medium 
flows), c* is a prescribed concentration at sources or is equal to c at sinks. 
D(u) is the diffusion-dispersion tensor that consists of molecular diffusion 
and (anisotropic velocity-dependent) mechanical dispersion 

d, - dt ( u2 u.,u ) D(u) = cfo(x)dm 1+ dt lui 1+ -1-1- ., 2 y , 
U u.,uy uy 

(4) 

where u = (U." u y ), dm is the molecular diffusion coefficient, I is the iden­
tity tensor, and dt and d, are the transverse and longitudinal dispersivities, 
respectively. 

System (1)-(2) needs to be closed by the initial and boundary conditions. 
In petroleum reservoir simulation the boundary an is typically impermeable, 
leading to no-flow boundary conditions of the form [11] 

u . n = 0, (x, t) E an x [0,11 , 
(D(u,p)Vc). n = 0, (x, t) E an x [0,11 

(5) 

These conditions also arise in environmental modeling although other types 
of boundary conditions are possible [1]. For simplicity, we assume boundary 
conditions (5) and a rectangular domain n = (a." b.,) x (ay, by) [1,11]. 

Because diffusion or dispersion is often a small phenomenon relative to 
advection, Equation (2) is an advection-diffusion equation with advection 
being the dominant phenomenon. Additional features of (1)-(2) include the 
singularities of the solutions at point sources and sinks, discontinuous per­
meabilities and porosities, a large adverse mobility ratio in the flow processes 
that could cause viscous fingering phenomena, anisotropic dispersion in ten­
sor form, as well as the enormous size of field-scale applications. 

2 An ELLAM Scheme 

We utilize a sequential decoupling and linearization technique for system (1) 
and (2), and a mixed finite element method to solve p and u from (1) with 
the value of c being taken at the current time step [6,7]. For simplicity, in 
this section we describe only an ELLAM scheme for (2) assuming that the 
pressure p and the Darcy velocity u in (2) are known. 

Let ° = to < ti < ... < tn < ... < tN-i < tN = T be a partition 
of the time interval [0,11 with Lltn = tn - tn-i. In the ELLAM formula­
tion, we multiply (2) by space-time test functions w that are continuous and 
piecewise smooth, vanish outside the space-time strip n x (tn-b t n], and are 
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discontinuous in time at time t n -l. This yields a space-time weak formulation 

( ifo(x)c(x, tn)w(x, tn) dx + l tn {('Vw. D(u)'Vc)(y, B) dydB in tn-l in 
-1~:, In c(y, B) [ifo(Y) 8w~, B) + u(y, B}· 'Vw(y, B)] dydB (6) 

= { ifo(x)c(x, tn_l)W(X, t~_d dx + l tn {(c*qw)(y, B) dydB , in t n _ 1 in 
where w(y, t~_l) = lime .... t n _l,9>t n _l w(y, 0) takes into account the fact that 
w(x, t) is discontinuous in time at time tn -l. 

Careful analysis of various operator splittings in the ELLAM framework 
concludes that the test functions w(y,O) in (6) should be chosen to satisfy 
the hyperbolic part of the adjoint equation of (2) [2] 

8w(y,0) 
¢(y) 80 + u(y, 0) . 'Vw(y, 0) = 0, y E Q, 0 E [tn-l, tn]. (7) 

Equation (2) implies that the test functions w(y, 0) should be constant along 
the characteristics y = r(B; x, tn), defined by the differential equation 

dr u(r, B) 
dB ifo(r) , 

reO; x, t n )! = x . 
6=tn 

(8) 

In the ELLAM scheme, we choose the test functions w(x, tn) to be piecewise­
bilinear functions for x E Q at time tn and define them by constant extension 
along the characteristics r(B; x, tn) to the space-time strip Q x (tn-l, tn]. 

We enforce the Euler quadrature at time tn to evaluate the source and 
sink term in (6). Note that for any (y, B) E Q x [tn-l, tn], there exists an 
x E Q such that y = r(B; x, tn). Hence, 

1~: 1 In c· (y, O)q(y, B)w(y, 0) dydO 

(jtn *. . 1 8(r,0) I = in t
n

-
1 

c (r(O,x,tn),B)q(r(B,x,tn),B)w(x,tn) 8(x,tn) dOdy (9) 

= L1tn in c*(x, tn)q(x, tn)w(x, tn)dx + Eq(c*, w) , 

where! ~~,t6:)! = 1+0(tn -0) is the Jacobian of the transformation, Eq(c*, w) 
is the local truncation error. 

We can evaluate the diffusion-dispersion term similarly and obtain 

l~~l in 'Vw(y, 0) . D(u(y, O))'Vc(y, 0) dydO 

= L1tn in 'Vw(x, tn) . D(u(x, tn))'Vc(x, tn) dx + Eo(c, w) , 
(10) 



448 H. Wang 

where ED(C, w) is the local truncation error term. 
Because of (7), the last term on the right-hand side of (6) vanishes if the 

characteristics defined by (8) are calculated exactly or is within the tolerance 
if they are approximated numerically [13]. In the ELLAM scheme, we sub­
stitute (9) and (10) into (6) and drop Eq(c", w), ED(C, w), and the last term 
on the left-hand side of (6). We define the trial functions c(x, tn ) to be piece­
wise bilinear functions on n at time step tn as in the standard finite element 
method. Note that the trial functions coincide with the test functions on n 
at time level tn. But the trial functions C are defined at time step tn only 
while the test functions ware defined on the space-time strip n x (tn-i, tn] 
by constant extension along characteristics from n at time tn. This leads to 
the following ELLAM scheme 

in <fo(x)c(x, tn)w(x, tn) dx + ..1tn in ('Vw. D(u)'Vc)(x, tn) dx 

= in <fo(x)c(x, tn-dw(x, t~_i) dx + ..1tn in (c"qw)(x, tn) dx 
(11) 

Except for the first term on the right-hand side, all other terms in (11) are 
standard in finite element method and can be computed in a straightforward 
manner. In this term, the trial and test functions are actually defined at 
different time steps. Hence, the evaluation of this term is very challenging and 
raises various numerical difficulties [lOt We refer interested readers to [14] 
for detailed implementational issues. The ELLAM scheme (11) symmetrizes 
the transport PDE (2) and yields a 9-banded, symmetric and positive definite 
coefficient matrix. It generates accurate numerical solutions even if large time 
steps are used, and conserves mass [2]. 

3 Numerical Experiments 

We previously carried out extensive numerical experiments in the context 
of linear transport PDEs with known analytical solutions. The numerical 
comparison shows that the ELLAM outperforms many widely used and well 
received methods [14,15]. In this paper, we apply the ELLAM scheme (11) 
to solve the system (1)-(2). Because no analytical solutions are available, 
we choose test problems with reported data and results in the literature 
[6,7]. We also compare the numerical solutions with those obtained using 
finer grids to verify their accuracy. The test problem is a standard five spot 
pattern displacement in reservoir simulation. Previously, the time steps used 
in these simulations range from a few days for the upwind finite difference 
method (UFDM) to one month for the modified method of characteristics 
(MMOC) [6,7]: The spatial domain n = (0,1000) x (0, 1000) ft 2 , the porosity 
<fo = 0.1, the permeability coefficients (diagonal entries) are k:r; = ky = 80 md, 
the viscosity of oil 1'0 = 1.0 cp, the mobility ratio M = 41, the molecular 
diffusion is Dm = <fodm = 0, the longitudinal and transverse dispersions are 



An ELLAM Scheme for Porous Medium Flows 449 

D/ = tjJd/ = 5.0 ft and Dt = tjJdt = 0.5 ft, respectively. The injection well is 
located at the upper-right corner (1000,1000) with an injection rate of q = 30 
ft2/day and c* = 1.0. The production well is located at the bottom-left corner 
(0,0) with a production rate of q = 30 ft2 /day. The initial concentration is 
co(x, y) = O. We use a spatial grid of Llx = Lly = 50 ft, and a time step 
of Llt = 360 days (one year). The numerical result at 10 years is presented 
in Fig. 1( a). In Fig. l(b), k:c = ky = 80 md on (0, 1000) x (0,500) and 
k:c = ky = 20 md on (0,1000) x (500, 1000) are used. These results show that 
with a much larger time step (one year compared to a few days with the 
UFDM and a month with the MMOC), the ELLAM scheme still generates 
accurate solutions with a significantly improved efficiency. 

4 Connections to DGMs and Future Direction 

Since it was proposed in early 1970s [9,12]' the DGMs have shown their 
strength. Extensive studies have been carried out on DGMs [3-5,8]. The EL­
LAM scheme presented in this paper is related to DGMs in the following 
sense: The ELLAM formalism starts from a space-time framework, but even­
tually yields a numerical scheme defined only on {} at each time step tn. 
DGMs use space-time trial and test functions that are discontinuous (say, in 
time at each time step t n ) to decouple the resulting discrete system in time. 
The ELLAM scheme uses test functions that are discontinuous in time at 
time step tn-l to break the coupling of the discrete system in time, but still 
use trial functions that are defined uniquely at each time step tn. Finally, 
both DGMs and ELLAM generate accurate numerical solutions with cor­
rect physical behavior. Because of the success the DG Ms have demonstrated 
in the solution of nonlinear hyperbolic conservation laws (e.g. resolution of 
shock discontinuities) and the strength the ELLAM scheme has illustrated 
(e.g., generation of accurate solutions even if very large time steps are used), 
the development of a hybrid ELLAM-DGM scheme that uses discontinuous 
spatial approximations and possesses advantages of both DGMs and ELLAM 
schemes is under investigation. 
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Application of the Discontinuous Galerkin 
Method to Maxwell's Equations Using 
Unstructured Polymorphic hp-Finite Elements 

Tim Warburton 
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Abstract. In this paper we demonstrate the efficiency of using the discontin­
uous Galerkin method for simulating electromagnetic scattering problems using 
Maxwell's equations. We show that it is possible to use unstructured hp-finite el­
ements in mixed-element (polymorphic) grids. We include examples of scattering 
from a two-dimensional cylinder and preliminary results from a three-dimensional 
Fl5 geometry. 

1 Introduction 

High order finite volume methods, also known as discontinuous Galerkin 
methods, have been developed for a variety of problems starting in the 
1970s for studying the neutron transport equation [13]. Subsequently they 
have been applied to solving hyperbolic conservation laws [4,5],[2], Euler and 
Navier-Stokes equations [10,1]' amongst many other areas. These algorithms 
provide robust methods for coupling together piecewise, high-order polyno­
mial approximations on unstructured finite element discretizations using flux 
jump functions in a variational setting. This paper extends the work of [17] 
to allow the use of flexible unstructured finite elements of arbitrary variable 
order. 

We have developed a computer code, using these techniques, for solving 
the time-domain Maxwell's equations. We used this solver for calculations of 
electromagnetic wave scattering from complex geometries in two- and three­
dimensions. Our implementation allows the use of unstructured triangles, 
quadrilaterals, tetrahedra, prisms and hexahedra for discretizing the volume 
surrounding the scatterer. 

2 Elemental Description 

We have adopted the elemental description of [7] which allows us to use 
unstructured triangles and quadrilaterals for discretizing a two-dimensional 
domain or tetrahedra, prisms and hexahedra for three-dimensional domains. 
The physical elements described as physical volumes which are mapped to 
a reference element, which are in turn mapped to a tensor product element 
[-1, l]dim where dim is the dimension of the space. In this framework it is 
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possible to integrate and differentiate a function, described by a set of values 
at quadrature points, with a computational cost of O( Qdim+l) where Q is 
the order of the quadrature used. 

The coordinate systems for the three-dimensional elements can be matched 
using fast algorithms [15]. The discontinuous Galerkin formulation (DGM) 
requires surface flux integrals to be evaluated. We calculate these quantities 
at a set of tensor-product Gauss nodes, arising naturally from the underlying 
tensor coordinates for the element. The Gauss distributed nodes will lie in 
at most two elements, reducing the communication cost in our parallel im­
plementation of the algorithm. Since coordinate systems are chosen to match 
between elements, the Gauss nodes will also match. 

In each element we use a basis consisting of a set of orthogonal polynomials 
which are non-regularly weighted Jacobi polynomials variously rediscovered 
by many, including [12,8,6,14,11,16]. The truncation error from projecting a 
function onto subsets of these bases decreases exponentially as the size of the 
subset is increased as long as the function is sufficiently smooth. 

Each element has a useful purpose, for instance triangular elements al­
low very complex shapes to be meshed. Quadrilateral elements will support 
larger deformations under iso-parametric mapping when an element is used 
to represent a curved surface. 

3 Formulation 

The time-domain Maxwell equations for electric and magnetic fields can be 
written as: 

o(JLH) = -'il x E - pH at 
O(fE) = 'il x H - O"E 

at 

where JL is the magnetic permeability, f is the electric permittivity, p is the 
equivalent magnetic resistivity, 0" is the electric conductivity, H is the mag­
netic field vector and E is the electric field vector. 

We now define the state vectors: 

s = (JLHx,JLHy,JLHz,fEx,fEy,fEz)t = (Bx,By,Bz,Dx,Dy,Dz)t 
v = (Hx,Hy,Hz,Ex,Ey,Ez)t 

then we seek to solve the variational statement of the problem: for each 
element find s E Ph such that 

as ov ov ov ,_ 
(¢'ot)=(¢,Aox+BOy+Coz)+(¢,D(v-v)) (1) 
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where: 

00 0 000 0 0000 -1 0 0 o 0 10 
00 0 001 0 Q 0 0 0 0 0 0 0-100 

A= 
00 0 0-10 

B= 
0 0010 0 

C= 
000 o 00 

00 0 0 o 0 0 0100 0 0-10 o 00 
00 -1 0 o 0 o 0000 0 100 o 00 
01 0 0 o 0 -10000 0 000 o 00 

D = n",A+ nyB +nzC 

and n"" ny and nz are the x, y and z components of the outward facing nor­
mals on the element faces, and v is the state vector chosen by characteristic 
treatment. Here, "-" represents the trace of the variable from the elemental 
side of the boundary, and "+" represents the trace of the variable from the 
exterior side. 

The flux vector D( v - v-) through a face is simply the difference of the 
state vector either side of the face projected onto the inward-bound charac­
teristics, which are the positive eigenvectors of the the matrix D: 

1 2 2 )t Sl = (-n",ny, n", + nz , -nynz, -nz, 0, n", 
y2(n~ + n~) 

if n~ + n~ > 0 

1 2 2 )t = (ny + nz' -n",ny,-n",nz , 0, nz, -ny 
v2(n~ +nn 

otherwise 

1 2 2 )t S2 = (nz, 0, -n"" -n",ny, n", + nz, -nynz if n~ + n~ > 0 
y2(n; + n~) 

otherwise 

3.1 Discrete Scheme for CEM 

The elemental inner-product on the right hand side of equation (1) can be 
evaluated in two ways, either with direct polynomial manipulation or by using 
a collocation, tensor product approach. 

The first involves straight matrix-matrix multiplication: a vector of poly­
nomial coefficients for the state vector on an element, can be multiplied by 
a matrix to calculate the coefficients of the "x" derivative of the polynomial. 
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This is efficient for polynomial orders up to about P = 6, and can be easily 
implemented to take advantage of data locality and cache reuse. 

The second method uses the tensor product nature of the underlying 
coordinates of the elements. In this approach, we calculate derivatives and 
integrals in a set of one-dimensional operations. 

The first method has an asymptotic operation count of O(N2dim) (here 
N is the expansion order) but a relatively small constant compared to the 
second method which has an operation count of O( Qdim+1) (here Q is the 
quadrature order). 

In the examples section we have used an explicit, second-order accurate, 
Adams-Bashforth time-integration scheme. The method is not limited to us­
ing this scheme. For instance, a fourth order low storage explicit Runge-Kutta 
scheme was used in [9]. 

3.2 Boundary Conditions 

For the study of scattering by reflectors we decompose the state vector into 
the sum of a prescribed incident wave and a reflected wave. We write the 
state vector as: 

S = Sse + Sine 

As we assume the incident wave Sine satisfies Maxwell's equations, then by 
linearity, we solve the same equations for the scattered waves Sse. 

At the far field we assume the scattered waves tend to zero. There, we use 
a flux boundary condition by specifying zero for the external state vector used 
in the flux difference. The upwind routine is used as previously described. We 
also use an absorbing layer which increases (p, u) quadratically from zero at 
4V2 diameters from the center of the cylinder. This damps both the waves 
travelling outwards and their reflected components as they travel inwards. 

We assume the reflector is a perfectly conducting body. The boundary 
conditions consistent with the equations are: 

B;e = -n(Bine . n) + (B;e - n(B;e . n)) 

E;e = n(E;e . n) - (Eine - n(Eine . n)) 

3.3 Summary of Formulation 

For clarity, we include the basic scheme (using the O(N2dim) method) for 
straight sided tetrahedra, noting that the geometric factors resulting from 
the mapping to the reference element are constant. 

First we define the following matrix operators on each element e: 
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Min = tPnli'th Gauss face node' Mn. = (tPn, hf)8e 

where the last inner-product is taken over the face containing the i'th Gaus­
sian face node: hf and (r, s, t) are the coordinates relative to the reference 
physical element. 

We then assume that we are at time step n + 1 and that we have the 
polynomial coefficients for the state vector at time step n which we call yn. 
We calculate the time derivative with the following algorithm: 

1 For each element: 
Calculate d r = Dryn and similarily d, and d t . 

Use the chain rule to calculate d"" d y , d z 

Calculate Ad", + Bdy + Cd.; 
2 For each element: 

Calculate ~n = Myn to evaluate the state vector 
at the Gauss nodes on each faces of each elements. 

3 For each element: 
For each face: 

For each Gauss node: 
Calculate £ = F( v+ - v-) 

4 For each element: 
Calculate M£ 

5 For each element: 
Add the contributions from steps 1 and 4 

We use the result from the above algorithm to advance the polynomial 
coefficient state vector to time step n + 1. 

4 Scattering from a 2D cylinder 

We consider scattering of a plane wave by a perfectly conducting cylinder 
(p = u = 0). We split the state vector into an incident field and a scattered 
field. Since the evolution equations are linear in the state vector we only solve 
for the scattered field. The incident wave is incorporated into the boundary 
condition at the cylinder. The incident plane wave and boundary finitial con­
ditions have the form: 

H!nc = cos(3(t - y)), H~nc = 0, E!nc = cos(3(t - y)) 

H;C(x, y, 0) = 0, H;C(x, y, 0) = 0, E;C(x, y, 0) = 0 

with far-field boundary conditions: 
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We have run this simulation in a domain of approximately 16 diameters , 
with a radial absorbing boundary layer (ABC) at the fringe of the domain. 
Figure 1 shows the numerical solution at t = 30 using the DGM approach. 
This is visually indistinguishable from the exact solution [3]. However in 
the test of L2 and Loo error (excluding the ABC region) we see that the 
error saturates at a level of 10-4 . This saturation is probably due to small 
reflections from the ABC. In future work, we intend to investigate how to 
modify this and alternative ABCs to reduce back scattering from far-field 
boundaries. 

, 
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Fig. 1. Left: DGM solution with ABC and p=10 at t=30 for scattering of a plane 
wave incident on a perfectly conducting cylinder, Right:Convergence plot for L2 and 
Loo error for the DGM approximation compared with the Mie solution at t = 30 
as a function of polynomial order 

5 Scattering from an F15 configuration 

The previous example has been a formal way to test the accuracy of the 
methods outlined. We now consider a more substantial goal , which is sim­
ulation of electromagnetic scattering fr9m an F15 airplane. The geometry 
presents intrinsic problems, since the wings and other features have sharp 
edges that cause singularities in the fields . The results shown in Figure 2 are 
an indication of work in progress, showing the calculated scattered magnetic 
fields (component aligned in the nose to tail direction) caused by an incident 
plane wave . As expected, the fields grow in an unbounded way at the sharp 
features on the body. These include the edges of the wings and three visible 
spots that are caused by slightly low resolution i.e. an uneven surface. 
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In this simulation we have used a fourth order expansion on a mesh of 
123,000 tetrahedral elements (supplied by the "Grid Technology Thrust" 
project at Mississippi State University). The wall clock time per time step on 
20 SP2-thin2 processors (computer time provided by G.Em. Karniadakis at 
Brown University) was 3.3 seconds. The computation achieved a peak Mflop 
count of 150 per processor, and averaged 95 Mflops (2 Gflop total) . 

In future work, we intend to compare the effectiveness of using hp adaption 
versus using filters at the sharp edge/features on the body in maintaining 
exponential convergence with increasing resolution. 

y 

ILz 

Fig.2. Scattering from an F15, 123,000 tetrahedral elements, 4th order expansion. 
Surface and contours of the nose to tail component of scattered magnetic field . 
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Abstract. We present a new space-time discontinuous Galerkin formulation for 
elastodynamics. The method allows for jumps in the field variables across inter­
element boundaries with arbitrary orientation. The resulting method is locally con­
servative and admits a direct element-by-element solution procedure. 

1 Introduction 

1.1 Motivation and Previous Work 

Hughes and Hulbert developed a time-discontinuous Galerkin procedure for 
second-order hyperbolic problems, such as elastodynamic analysis [2). John­
son investigated the stability and convergence properties of the method [3). 
The resulting method retains some of the attractive features of the fully­
discontinuous methods for first-order problems, such as intrinsic stability and 
favorable convergence properties. However, other desirable properties, such as 
elementwise conservation and solution efficiency, are sacrificed. Wiberg and 
co-workers developed solution methods that mitigate the relative complexity 
of the time-discontinuous Galerkin method [6). 

This paper presents a new space-time discontinuous Galerkin (DG) method 
for elastodynamic analysis, a problem that serves as a model for DG approx­
imations of second-order hyperbolic problems in general. We seek a method 
that supports unstructured, fully-discontinuous space-time discretizations, 
that enforces element-wise conservation and that is compatible with direct 
element-by-element solution procedures. The key to the new formulation is 
the identification of the proper conditions across an arbitrary surface of dis­
continuity embedded in a space-time domain. We employ the notation of 
differential forms and the exterior calculus to streamline the presentation. 

Although similar in some respects, the method presented here is distinct 
from the method introduced by Richter for the scalar wave equation [5]. 
The element-by-element solution strategy is similar to the one presented by 
Lowrie, Roe and van Leer [4] for hyperbolic conservation laws. 
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2 Formulation 

2.1 Domain of Influence and Mesh Constraints 

Consider a space-time domain, V C E d+!, in which d is the spatial dimen­
sion. The boundary of V is comprised of disjoint parts to, tN, to and t+. 
These are the space-time trajectories of the Dirichlet boundary, the Neumann 
boundary, the initial time boundary and the terminal time boundary. 

Our element-by-element solution procedure depends on the notion of do­
mains of influence for dynamic data [1). Let Cz be some elastodynamic event 
that occurs at Z E V. The domain of influence of cz , denoted I z , is the in­
terior of a cone with vertex z and whose boundaries are determined by the 
fastest wave speed in the material. The response outside Iz is independent 
of cz . 

Let Q c V be open, rN = aQ n tN, ro = aQ n to, ro = aQ n to, 
r* = rN U To U ro, and l3 (z, r) be an open ball of radius r at z. We par­
tition aQ\r* into three disjoint parts: the local outflow boundary r+ := 
{z E aQ\r* : Iz n Q = 0}, the local inflow boundary r- := {z E aQ\r* : 
limr-+o (Iz n l3 (z, r)) C Q} and the remaining mixed boundary. Linear mo­
mentum flows in both directions across a mixed boundarYi so adjacent ele­
ments that share a mixed boundary must be solved simultaneously. However, 
if a finite element mesh contains no mixed boundaries, then an element-by­
element solution can be achieved. 

Let w be an s-form, 0 ::; s ::; d, that is continuous on the interior of Q, but 
that admits jumps across aQ. In anticipation of the construction of various 
jump integrals, we define the s-form w- on r- by 

w- (z):= lim w (z + en (z)) "i/ z E r-· 
e-+O+ ' 

(1) 

in which n is an outward normal vector with respect to Q on r-. 

2.2 The Elastodynamic Problem 

The governing equations and boundary conditions for the linearized elasto­
dynamic problem are 

dM+ b = 0 on V 
(M - g) = 0 on tN 

u-h =0 on to 
u - uo = 0 on ro 
li - lio = 0 on ro, 

(2) 
(3) 
(4) 
(5) 
(6) 

in which u is the O-form on V with vector coefficients determined by the dis­
placement field, and M = M( du) is the d-form on V with vector coefficients 
that corresponds to the stress-momentum tensor [1). The body-force vector b 
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is a Cd + I)-form on V with vector coefficients. The notation d C·) denotes the 
exterior derivative on V. The Neumann condition (3) involves the prescribed 
flux of linear momentum g, a d-form with vector coefficients on f'N that can 
include both traction and inertia components. The prescribed vector fields 
h on f'o and (uo, ito) on ro specify the Dirichlet and initial conditions, re­
spectively. For simplicity, we assume that the body force is non-singular on 
V (that is, we exclude impulse loads). 

2.3 Localized Problem 

We introduce a partition of V (corresponding to a finite element mesh) for 
which every sub domain Q is free of mixed-type boundaries. It is then possible 
to solve the problem one sub domain at a time, starting from the initial in­
flow boundary. We construct a broken solution space that is continuous and 
smooth within each sub domain, but that admits jumps across subdomain 
boundaries. Then the local problem on a typical sub domain Q is 

dM+ b = 0 on Q 

[M] = 0 on r- UrN u ro 
dr [u] = 0 on r- u ro u ro 

[ [u] =0 
Jr-urDurO 

(7) 

(8) 
(9) 

(10) 

where [MlIr- := M - M-, [MlirN := M - g, [Mliro := M - puoeB, 
[ull r - := u - u- [u]lrD := u - h, and [u]lro := u - Uo. Here p is the 
mass density, and e S is the "spatial" d-covector given by e l 1\ ... 1\ ed . The 
exterior derivative dr on the d-manifold r has the component representation 

8ui 

dru := 8~Ot. ei ® gOt. (11) 

in which ~ are Cartesian basis vectors in E d+!, ~Ot.; a = 1, d are parametric 
coordinates on r, and gOt. are I-forms on r corresponding to the ~Ot. directions. 

Equation (7) represents balance of linear momentum on Q, while equation 
(8) balances the flux of linear momentum across r- UrN u roo Note that 
the latter condition includes the local initial velocity condition (6) when 
ro # 0. Equation (9) is the MaxWell condition for displacement compatibility 
across the local internal, Dirichlet and initial boundaries. When combined 
with an appropriate auxilliary constraint, such as (10), the Maxwell condition 
guarantees absolute compatibility of displacements across r- u rD U ro. 

2.4 Weak Form of the Localized Problem 

Let V be a space of suitably smooth vector-valued functions on Q that sat­
isfy Ir-urDuro [u] = 0, and let M be a (d -I)-form constructed from the 
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components of M(dw) (see example below). For wE V: w = wiei; i = 1, d, 
we define w as the vector-valued function on Q with Cartesian components 
wi = awi I at. Then the weighted residual statement of the local problem is, 

Find u E V 3 

- r WA(dM+b)+!, wA[M] iQ r-urNurO 

+ !, M A dr [u] = 0 V w E V. (12) 
r-urouro 

An application of Stokes Theorem yields the weak form of the local problem: 

Find u E V 3 

r (dw A M - W A b) -!, W A M- -!, wAg -!, W A puoeB k ~ ~ n 

- r w A M + !, M A dr[u] = 0 V w E V. (13) J rour+ r-urouro 

The restriction of u and w to a common finite-dimensional subspace of V 
yields the local Galerkin finite element approximation. 

2.5 Element-wise Conservation Properties 

Finite element methods derived from (13) conserve linear momentum locally 
over each element Q. To illustrate this point, consider the special case in 
which d = 1 and Young's modulus, denoted E, is uniform. Let n l = atlat;,l 
and nt = -8xt/at;,l, where t;,1 is an arc-length parameter along r. Then u = 
ule!, w = wle!, n = nlel +ntet, M = el {(pawl/at) el + (E8wl/8Xl) et}, 
and we define M = (pawt/at + EaWt/aXl)el. We also have 

dr [u] = (8 [ul] nl _ 8 [ul] nt) (_ntel + nXet) . (14) 
at aXl 

Thus, 

MAdr [u] = (p aWl + Eawl ) (a [ul ] nl _ a [ul ] nt) el (_ntel + nXet ) . 
at aXl at aXl 

(15) 
Now let wl = eXl + t + c. Then, awl/aXl = e, awl/at = 1, and dw = O. 

We can choose e and c such that Jr-urouro [w] = 0 (ensures w E V) and 

Jr-urouro M A dr [u] = O. Then the weak form (13) yields conservation of 
linear momentum on element Q : 
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Fig. 1. The discrete and exact solutions match on a characteristic grid. Here u 
defines the height field; the coordinate origin is at the upper left corner. 

lIell L ? lIe.xIlL? lIe.tIlL? 
.1 Present Ref. 15] Present Ref. 15] Present Ref. [5] 

20 2.66 x 10-:< 3.30 x 10-:< 1.62 1.76 0.163 0.198 
40 1.50 x 10-'" 1.48 x 10-~ 1.45' 1.45 8.61 x 10 -~ 0.102 
80 7.17 x 1O-,j 6.92 x 1O-.j 1.11 1.10 5.41 x 10 -:< 7.65 x 10 -:< 

Table 1. Convergence study of new formulatIOn and method In Ref. [5] . 

3 Numerical Example 

Consider the problem -u,xx + it = 0 on the domain, V = {(x, t) : 0 < x < 
1;0 < t < 2}. We enforce u(O, ·) = u(l, ·) = 0, and the initial conditions, 
u(x,·) = 0 and u(x,· ) = {O, 8 (x - 0.25) , -8 (x - 0.5), O} for {O < x < 0.25, 
0.25 < x < 0.375, 0.375 < x < 0.5, 0.5 < x < 1.0}. We solve the problem 
on a mesh of quadratic 6-node triangular finite elements, using both the 
formulation presented in Ref. [5] and the new method described here. The 
element diameter in the x-direction is denoted h. Both methods yield the 
exact solution to within machine precision when applied to a mesh aligned 
with the characteristic directions (i.e., when the diagonal mesh angle is () = 
±45° - see Fig. 1). Both methods are approximate when the mesh is not 
characteristic. Table 1 and Fig. 2 present a convergence study of the solution 
error e and its derivatives at t = 2.0 for a, mesh with diagonal angle () = ±41°. 
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Fig. 2. Convergence study of solution on grid with () = ±41° at t = 2.0 for I/h = 20, 
40 and 80. 
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Nonconforming, Enhanced Strain, and Mixed 
Finite Element Methods - A Unified Approach 

Zhimin Zhang * 

Department of Mathematics and Statistics 
Texas Tech University, Lubbock, TX 79409 

Abstract. Both nonconforming and enhanced strain methods are analyzed under 
the framework of the mixed method. The notion of selective nonconforming or 
selective enhanced strain methods are introduced. 

1. Introduction. Let n c R2 be a polygonal domain. Consider on n, the 
plain strain problem in which we seek for the unknown displacement u E V 
such that, 

(PA) BA(u, v) = 2Jl(e(u), e(v)) + ).(divu, divv) = f(v), "Iv E V, 

with 

1 {)Vi ()Vj 
fij(V) = -2(-{) + -() ), 

Xj Xi 
f(v) = f j. VdX l dx 2 + f g. vds. 

Jn Jan 
Here e = (fij) is the strain tensor, Jl and), are the Lame parameters given 
by 

E ). = E// 
(1 + //)(1- 2//)' Jl= 2(1+//)' 

where // E [0,1/2) is the Poisson ratio and E is the Young's modulus. The 
space V is defined according to different boundary conditions, for example, 
V = HJ(n) x HJ(n) for the pure displacement problem. See [2] for the pure 
traction problem. 

Under certain regularity condition for j, g, and n, (PA) has a unique 
solution for any // E [0,1/2). However, the traditional finite element approxi­
mation of (PA) fails to converge when // --+ 1/2 which is called Poisson locking. 
We shall discuss in this article some special finite element methods to treat 
the Poisson locking. In order to avoid technical complexity, our discussion 
will be focussed on meshes that can be obtained by affine mappings from 
a reference element, in which case the Jacobi is a constant. The reader is 
referred to [8] for general quadrilateral meshes. 

2. Different Approaches. We introduce several related methods. 

* This work was partially supported by the National Science Foundation Grants 
DMS-9626193, DMS-9622690, and INT-9605050. 
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The mixed method. If p = -A div v is taken as an independent un­
known, we then have the following mixed variational formulation in which 
we are looking for (1£, p) E V x W such that, 

(M>.) 2Jl(e(1£) , e(v)) - (divv,p) = f(v), 'r/v E V, 
A- 1(p, q) + (div1£, q) = 0, 'r/q E W, 

where W = L5(s:?) is the subspace of L2(s:?) consisting offunctions with zero 
mean value. In order for (M>.) to have a unique solution for any A E (0,00], 
a stability requirement, the inf-sup condition, must be satisfied in addition 
to some regularity requirement on s:? and f. Special care must be taken 
to design finite element spaces which satisfy a discrete inf-sup condition to 
approximate V and W. A major drawback is that the problem changes from 
one of minimization to the discovery of a saddle-point, and consequently, the 
resulting discrete system is much larger than the original one and changes 
from symmetric positive definite to non-symmetric indefinite. The reader is 
referred to [1,3] for the literature. 

The nonconforming method. This method uses the displacement for­
mulation (P>.). The type of methods we shall discuss in this work are con­
structed by amending the commonly used finite elements with some "bub­
bles" in each element. To be more specific, the finite element space can be 
decomposed into Vh = Sh + Bh, where Sh is the traditional conforming fi­
nite element space and Bh is the nonconforming part that is not necessarily 
continuous across elements. We are most interested in lower-order finite ele­
ments for Sh, for example, the bilinear element. We begin with the following 
variational formulation: Find 1£h + 1£~ E Sh + Bh = Vh such that 

(NC) B~(1£h + 1£t V C + vb) = f(v C ), 'r/vc + vb E V h . 

In B~, Eh and divh are used in place of e and div, respectively, to indicate that 
differentiation is performed element-wise, since the bubble functions may not 
be continuous across the element boundaries. 

The variational formulation (NC) can be de-coupled to (by letting vb = ° 
and V C = 0, respectively) 

BN1£h + 1£~, v C) = f(v C ), B~(1£h + 1£~, vb) = 0. 

Note that the second equation ~s valid element-wise. Therefore, the bubble 
function 1£~ can be solved in terms of 1£h on each element and substituted 
into the first equation. The process results in a discrete system with the only 
unknown 1£h. This procedure is called "static condensation" in the engineer­
ing community. By properly choosing Bh, the bubble functions 1£b and Vb will 
"stabilize" the discrete system and thereby overcome the locking. The overall 
computational cost is compatible with the counterpart conforming method 
(without Bh). 

The enhanced strain method. In contrast to the long history of the 
mixed and nonconforming methods, the enhanced strain method appeared in 
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1990s, see [6]. Define 

rh = eh(Vh) = h = eh(v) for some v E Vh}, 

the method looks for (uh' £) E Sh X rh, such that 

where C is the 4th-order tensor of elastic moduli. For the isotropic material, 
we can write D as a matrix and e as a vector 

( A + 2J.t A 0) (1 1 0) (2 0 0) D = A A + 2J.t 0 = All 0 + J.t 0 2 0 , 
o 0 J.t 000 001 

e = (£11, £22, 2£12f· 

A straight forward calculation reveals that (2.1) is equivalent to the following 
variational formulation 

where "tr" is the trace operator with tr'Y = 711 + 722. 
Equivalence of nonconforming and enhanced strain methods. 

The variational formulation (NC) can be written as 

2J.t(e(uh) + eh(u~), e(v C ) + eh(vb )) 

+A(div Uk + divhu~ divvC + divhVb) = f(v C ), 

Comparing with (ES), we see that they are the same with £ = eh(u~) and 
'Y = eh (vb) by the definition of rh. Hence, from now on, we shall concentrate 
on the nonconforming method. 

The selective nonconforming (enhanced strain) method. The idea 
comes from selectively reduced integration method for the plate bending 
problem [4, p.327]. In the case of the plain elasticity equation, we only need 
to amend the bubbles (or enhanced strain) to the divergence term which will 
cause trouble when A - 00 (11 - 1/2). We propose two strategies to modify 
(NC). 

(SN1) 2J.t(e(uk) , e(v C )) + 2J.t(eh(u~), eh(vb)) + A(divhuh, divhV) = f(vC)j 

(SN2) 

Note that Uh = uh + u~ and v = VC + vb. 
Equivalence of nonconforming and mixed methods. Introducing 

Ph = -A(divuh + divhu~), (SN2) can be cast into the following mixed for­
mulation: Find (uh +U~jPh) E (Sh +Bh) x Wh such that 

2J.t(e(uh), e(v C)) - (divvC + divhvb, Ph) = f(v C ), "Iv E V h, (2.2) 
(MN2) A- 1(Ph,q) + (divuh +divhut,q) =0, VqEWh, (2.3) 
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with Wh :J divh V h. It is straightforward to show that under the affine map­
ping of the mesh (which we assume consists of triangles and/or parallelo­
grams), (SN2) and (MN2) are equivalent. Note that (divhVb,Ph) = 0 (by 
letting V C = 0 in (2.2)). 

Summary. Under the affine mapping of the mesh, both the nonconform­
ing method and the enhanced strain method are equivalent to some mixed 
methods. Therefore, we can adopt the well established theoretical framework 
for mixed methods to analyze the nonconforming method and the enhanced 
strain method while still enjoying their simple displacement variational for­
mulation in numerical implementation. 

3. Some Theoretical Issues. In order for a mixed method to work, certain 
conditions must be satisfied. Most important of all are a discrete Korn's 
inequality and the inf-sup condition. When nonconforming or enhanced strain 
methods are involved, we consider, in addition, the consistent error. 

To fix the idea, let Sh be the bilinear element space on Th, a partition of 
Q, and let vb E Bh be defined such that on the reference plane, vb equals 

We define IIvbll~ = E IvbltK· It is straightforward to verify that II· IIh is 
KET" 

a norm on V h . We also define 

Zh = {v E Vh I (divhv, q) = A-1(Ph, q), Vq E Wh} 

and IIo, the L2 projection from L2(Q) onto the space of piecewise constant 

Wh = {ij E Wh, ijlK E Po(K) VK E Th}. 

Certain properties should be satisfied by vb E Bh. 

(divhVb, ij) = 0, Vij E Wh; (3.1) 
clidivvbllo,K ~ IVbh,K, Vvb E Bh, K E Th; (3.2) 

and for any q E Wh and VC E Sh, there exists vb E Bh such that 

(divh(vC + vb), (1 - IIo)q) = 11(1 - IIo)qll~, (3.3) 

IIvbll~ :$ Cm(1 - IIo)qll~ + IvcID. (3.4) 

Here c and C are fixed positive constants. We can show that our two bubble 
functions satisfy all properties (3.1)-(3.4) with c = 1 and C = 2. Property 
(3.1) is obvious. The proof of (3.2) comes from a straight forward calculation. 
Details can be found in [8] for the proof of (3.3) and (3.4). 

Coercivity: the discrete Korn's inequality. Under the condition 
(3.2), (SN2) and (MN2) satisfy the discrete Korn's second inequality, ie., 
there exists a constant a > 0 independent of h, such that 

l(e(vC), e(vc))I ~ a(lvCI~ + IIvblln, VV C + vb E Zh. (3.5) 
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Proof: Given v = V C +vb E Zh, we have, (divh(VC +vb), q) = _,\-l(Ph, q) 
for all q E Who Set q = divhVb, recall (Ph,divhVb) = 0, and we have 

IIdivhVbll2 = -(divvC, divhVb) ::::; IIdivvclllldivhVbll· 

Therefore, IIdivhvbll ::::; IIdivvclI ::::; v'2lvch. Realizing that (3.2) implies 

clldivhVbll ~ IIvbllh' 

we have, cv'2lvch ~ IIvbllh. On the other hand, the conforming part V C 

satisfy the second Korn's inequality l(e(v C), e(vC»1 ~ "Ylvcl~. After some 
simple algebraic manipulation, we obtain 

Hence, the assertion is proved with a = "Y/(1 + 2c2 ). 0 
Remark. The nonconforming method (SNl) (or its counterpart (MNl» 

automatically satisfies (3.5) for any v E Vh (not only for v E Zh) with­
out condition (3.2), since the nonconforming part satisfies the Korn's second 
inequality element-wise. 

Consistent error. The consistent error is introduced by the noncon­
forming term and can be expressed (for (MN2» as 

Eh(U,V) = 2J.l(e(u),e(vC» - (divhV,p) - f(v C ) = -(divhVb,p). 

Note that 
2J.l(e(u), e(vC» - (div V C ,p) - f(v C ) = 0. 

Use (3.1) and (3.2), the consistent error can be estimated as following. 

sup 
vev",v#o 

-(divh vb,p) _ 
IIv bllh 

-(divhvb,(I-lIo)p) Chilli 
sup II bll < p 1· vev",v#o v h -

Stability: the inf-sup condition. We need to characterize a subspace 
ofWh, 

kerbh = {q E Whl (divhv,q) = 0, '<Iv E Vh}. 

(Recall that kerb' = {q E WI (divv,q) = 0, '<Iv E V} = {O}.) 
Proposition. Under the conditions (3.1) and (3.3), 

kerbh={qEWhl (divvC,q)=O, '<IvcESh}. (3.6) 

Proof: For v = V C + vb E Vh and q = q + (I - IIo)q E Wh, we have 

(divhv, q) = (divvC, q) + (divhv, (I - IIo)q) 

by (3.1). Given q E Wh, V C E Sh, we can assume that (divvC,q) ~ 0 (other­
wise, use -VC). Choose vb E Bh according to (3.3) which yields, 
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Therefore, (divhv, q) = 0 iff (divv C, q) = 0 and (1 - IIo)q = 0 which estab­
lishes (3.6). 0 

The kernel is exactly the same as for the Ql-PO element and it is well 
known that this kernel is the checkerboard function [3]. Therefore, by the 
same filtering procedure (see [3]) and with the help of (3.3)-(3.4), we are 
able to establish the inf-sup condition for a modified pair v;.h x Wh'. Indeed, 
if we are only interested in the displacement u, the filtering is not necessary. 
By the general theory of the mixed method, we are able to establish 

By the approximation property of V .. h x Wh' and the consistent error, an error 
bound 

lIu - uhllh + lip - Philo ~ Ch(lIull2 + IIplh) 
can be obtained. See [7] for details. 

4. A Final Remark. Numerical experiments (see [5]) indicate that for nearly 
incompressible material (A » 1), the nonconforming method and the en­
hanced strain method with their selective counterparts are compatible with 
the QrPo element, while for regular problems their performance is much im­
proved over the bilinear element. Therefore the methods we have discussed 
here can be used for general plane stress and plane strain elasticity problems 
for all the range of the Poisson ratio /I E [0,1/2). 
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