LOW-DIMENSIONAL APPROXIMATIONS OF HIGH-DIMENSIONAL ASSET PRICE MODELS
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Abstract. We consider high-dimensional asset price models that are reduced in their dimension in order to reduce the complexity of the problem or the effect of the curse of dimensionality in the context of option pricing. We apply model order reduction (MOR) to obtain a reduced system. MOR has been previously studied for asymptotically stable controlled stochastic systems with zero initial conditions. However, stochastic differential equations modeling price processes are uncontrolled, have non-zero initial states and are often unstable. Therefore, we extend MOR schemes and combine ideas of techniques known for deterministic systems. This leads to a method providing a good pathwise approximation. After explaining the reduction procedure, the error of the approximation is analyzed and the performance of the algorithm is shown conducting several numerical experiments. Within the numerics section, the benefit of the algorithm in the context of option pricing is pointed out.
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1. Introduction. In finance we often encounter high-dimensional models, since the underlying markets are usually high-dimensional. For instance, in equity, take all stocks comprising the S & P 500 index (SPX). Fixed income markets exhibit a myriad of different relevant interest rates. All these are, obviously, only small snapshots of even larger markets. Of course, in many situations, we are only interested in a tiny fraction of these markets, which can be adequately modeled by a low-dimensional stochastic process. Moreover, if we are interested in derivatives on SPX, for example, then we may just model the index itself, disregarding the fine structure. On the other hand, if we consider a larger portfolio, this may not be possible without introducing inconsistencies in the model.

From a numerical perspective, high-dimensional models pose severe difficulties. Indeed, many traditional computational tools suffer from the curse of dimensionality, which essentially states that the computational work required to compute the relevant quantity of interest up to a prescribed error tolerance grows exponentially in the dimension $n$ of the model. Most methods for discretizing partial differential equations (such as finite element and finite difference methods) suffer from the curse of dimensionality, as do Fourier based methods. Even many deterministic sampling methods (i.e., tree methods, quasi Monte Carlo) suffer from the curse of dimensionality in one way or another.\(^1\) The notable exception is, of course, Monte Carlo simulation.

One way to overcome the numerical burden in high-dimensional models is model order reduction (MOR) \([1, 2, 12]\). MOR is a technique in numerical analysis in order to construct low dimensional surrogate models that allow to approximate the quantity of interest with the desired accuracy. As MOR takes the specific quantity of interest into account, reduced models for different options will generally be different. (The specific method introduced later will, however, not depend, e.g., on the specific strike price.)
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\(^1\) It is worth pointing out, that the effective dimension for QMC and MC method is, in fact, $n$ multiplied by the number of time-steps, if time discretization is needed.
To fix ideas, suppose that we are given an $n$ dimensional stochastic volatility model with asset price processes $S(t) \in \mathbb{R}^n$ and the corresponding stochastic variance processes $v$ — which will be one-dimensional in our numerical examples. Consider an option with payoff $g(CS)$, where $C \in \mathbb{R}^{p \times n}$ and $g : \mathbb{R}^p \to \mathbb{R}$ possibly non-linear, where we assume that $p \ll n$. For instance, we have $p = 1$ for basket options. Our goal is to construct a Markov process $\tilde{x}$ taking values in $\mathbb{R}^n$ — with $\tilde{n} \ll n$ — and a matrix $C_1 \in \mathbb{R}^{p \times \tilde{n}}$ such that the processes $CS$ and $C_1\tilde{x}$ are close in $L^2$. This usually ensures a good approximation of the payoff, i.e., $g(CS) \approx g(C_1\tilde{x})$.

In this paper, we present a general strategy for identifying such processes $\tilde{x}$. We also provide numerical evidence of successful MOR in several financial applications, in the sense that relative errors of the order of $10^{-4}$ are regularly achieved with very small $\tilde{n}$ even when $n \geq 100$. It should be noted here that we only propose a MOR technique for the asset process $S$ in this paper, but not for the variance process $v$. This is due to the generally non-linear dynamics of the variance process, which would require more complicated MOR strategies and will be explored in future work.

Before explaining the MOR strategy in detail, some conclusions can already be made based on the fundamental idea. First note that MOR should not be confused with Markovian projection, see [14, 25]. The underlying problem is, of course, that the process $CS$ itself is a natural candidate for a reduced model, but it generally lacks the Markov property. There is, however, a Markov process $\hat{x}$ taking values in $\mathbb{R}^p$ such that $CS(t)$ and $\hat{x}(t)$ have the same distribution for every $t$. This means that European option prices based on $\hat{x}$ correspond exactly to the prices in the full model. The coefficients of $\hat{x}$ are, however, not trivial to obtain. Nonetheless, there has been continuous interest in the financial community in applications of Markovian projections, see, for instance, [26] and [4] for two recent examples.

In contrast, the surrogate model $\tilde{x}$ is often easier to construct than the Markovian projection $\hat{x}$. Moreover, our construction provides that $\tilde{x}$ is close to $CS$ on path-space, which directly allows the application to American option pricing. This comes at the price of being only an approximation, though. Moreover, MOR may provide good low dimensional surrogate models even in situations when there is no natural low-dimensional intermediate process, i.e., when $p \approx n$ as of above.

**Remark 1.** Generally, the surrogate model $\tilde{x}$ does not have any specific financial interpretation. Hence, its only justification is the approximation quality with respect to the quantity of interest. Additionally, there are many dimension reduction techniques in the computational finance literature working at the level of a numerical approximation rather than the model itself, i.e., in contrast to MOR or Markovian projections, no lower-dimensional model is ever considered, but rather the dimensions of certain numerical approximations are reduced. A good, clarifying example might be the use of sparse grid approximations for numerical integration or solving partial differential equations. The underlying observation is, of course, that a one-dimensional grid of size $N$ is turned into a “tensor-product” grid of size $N^n$ in dimension $n$. This explosion can often be avoided by a careful choice of a sparse “subgrid”. Indeed, under suitable (often quite demanding) regularity conditions, similar accuracy can be achieved with sparse grids of size asymptotically proportional to $N \log(N)^n$. We refer to [16] for a general exposition of sparse grid methods, in particular for solving PDEs, and to [5, 23] for applications of sparse grid quadrature methods in finance. If sparse grids are used to discretize pricing PDEs, for example, then the dimensions of the resulting system of linear equations is drastically reduced as compared to the tensor product grid by using available low-dimensional structures in the discretized equation. In contrast, MOR identifies lower-dimensional effective structures already in the continuous model, before any discretization, allowing us to use less sophisticated numerical methods in a low-dimensional surrogate models, in which all components are actually important.
A somewhat complementary method for solving high-dimensional problems in finance is based on machine learning, in particular deep neural networks. These methods are praised for their ability to handle very high dimensional problems, seemingly breaking the curse of dimensionality. Hence, they often offer effective alternative computational approaches, even without explicit dimension reduction. We refer to [15, 27] for two recent examples of applications in computational finance.

Outline of the paper. After setting the stage in Section 2, we introduce techniques to provide quantitative estimates of “importance” of projections of the state for the dynamics of the process in Section 3. These quantitative estimates are then used in Section 4 to identify especially efficient reduced models. We continue to provide error bounds in Section 5. Numerical experiments are reported in Section 6, followed by concluding remarks in Section 7. Some general definitions and technical proofs are presented in an appendix.

2. Setting and covariance functions. Let $W = (W_1, ..., W_q)^T$ be an $\mathbb{R}^q$-valued with mean zero Wiener process with covariance matrix $K = (k_{ij})$, i.e., $\mathbb{E}[W(t)W^T(t)] = Kt$ for $t \in [0, T]$, where $T > 0$ is the terminal time. Suppose that $W$ and all stochastic process appearing in this paper are defined on a filtered probability space $(\Omega, F, (F_t)_{t \in [0, T]}, \mathbb{P})$. In addition, we assume $W$ to be $(F_t)_{t \in [0, T]}$ adapted and the increments $W(t+h) - W(t)$ to be independent of $F_t$ for $t, h \geq 0$.

We consider the following large-scale Heston type model:

\[
\begin{align*}
\dot{x}(t) &= Ax(t)dt + \sum_{i=1}^{q} \sqrt{v(t)} N_i x(t) dW_i(t), \quad x(0) = x_0 = B z, \quad (2.1a) \\
y(t) &= C x(t), \quad t \in [0, T], \quad (2.1b)
\end{align*}
\]

where $A, N_i \in \mathbb{R}^{n \times n}$ and $C \in \mathbb{R}^{p \times n}$. Moreover, the set of initial conditions, in which we are interested, is spanned by the columns of a matrix $B \in \mathbb{R}^{n \times m}$, i.e., there is a vector $z \in \mathbb{R}^m$ such that $x_0 = Bz$. This assumption allows to construct a reduced-order system that performs well for several initial states. However, there are many financial applications, where only a single $x_0$ is of interest. Then, we have $B = x_0$ and $z = 1$. The scalar $(F_t)_{t \in [0, T]}$-adapted stochastic process $(v(t))_{t \in [0, T]}$ is non-negative, $\mathbb{P}$-a.s. bounded from above by a constant $c > 0$ and called variance process. The variance process is assumed to be bounded for theoretical considerations below. Practically, boundedness is less relevant. The state dimension $n$ is assumed to be large and the quantity of interest $y$ is rather low-dimensional, i.e., $p \ll n$.

Below, the dependence of the state variable on $x_0$ is sometimes indicated by writing $x(t; x_0)$, $t \in [0, T]$, for the solution to (2.1a). Furthermore, we write $M_1 \leq M_2$ for two symmetric matrices $M_1$ and $M_2$ if $M_2 - M_1$ is symmetric positive semidefinite. In order to identify the important states in system (2.1), the covariance function and an upper bound for the covariance will be of interest. Therefore, we formulate the following lemmas.

**Lemma 2.1.** The matrix-valued function $\mathbb{E} [x(t; x_0)x^T(t; x_0)]$, $t \in [0, T]$, is a solution to

\[
\dot{X}(t) \leq AX(t) + X(t)A^T + c \sum_{i,j=1}^{q} N_i X(t)N_j^T k_{ij}, \quad X(0) = x_0 x^T_0, \quad (2.2)
\]

where $k_{ij}$ is the $ij$th entry of the covariance matrix $K$.

**Proof.** The proof is given in Appendix B.1. □

We denote the solution to (2.1a) by $x_e$ if the process $v$ is replaced by its upper bound $c \ (v \equiv c)$. We call (2.1) Black Scholes model in case the volatility is constant. The

\[
\sqrt{W(t)} X(t) = \int_0^t X(s) dW_s
\]
covariance function of $x_c$ can be derived through the identity given in the following lemma.

**Lemma 2.2.** The matrix-valued function $E \left[ x_c(t; x_0)x_c^T(t; x_0) \right]$, $t \in [0, T]$, satisfies

$$
\dot{X}_c(t) = AX_c(t) + X_c(t)A^T + c \sum_{i,j=1}^q N_iX_c(t)N_j^Tk_{ij}, \quad X_c(0) = x_0x_0^T,
$$

(2.3)

**Proof.** The statement of this lemma is a special case of [35, Lemma 2.1] \(\Box\)

We now formulate a Gronwall type lemma for matrix differential inequalities involving resolvent positive operators. We refer to Appendix A for a definition of these operators.

**Lemma 2.3.** Suppose that $L$ is a resolvent positive operator on the space of symmetric matrices. Let the matrix-valued function $X(t) \geq 0$, $t \in [0, T]$, satisfy

$$
\dot{X}(t) \leq L(X(t))
$$

(2.4)

and let $Z(t) \geq 0$, $t \in [0, T]$, be the solution to the matrix differential equation

$$
\dot{Z}(t) = L(Z(t)).
$$

(2.5)

If $X(0) \leq Z(0)$, we have that $X(t) \leq Z(t)$ for all $t \in [0, T]$.

**Proof.** The proof of this theorem for a special resolvent positive operator is given in [36, Lemma 3.3]. In order to render this paper as self-contained as possible, the proof is stated in Appendix B.2 using the same arguments. \(\Box\)

Lemma 2.3 together with Lemmas 2.1 and 2.2 implies that

$$
E \left[ x(t; x_0)x^T(t; x_0) \right] \leq E \left[ x_c(t; x_0)x_c^T(t; x_0) \right],
$$

(2.6)

since $L(X) := AX + XAT + c \sum_{i,j=1}^q N_iXN_j^Tk_{ij}$ defines a resolvent positive operator on the space of symmetric matrices, see Appendix A. This means that the covariance function of a suitable Black Scholes model dominates the one of a Heston model in case the volatility function is bounded.

**Remark 2.** We can use the same approach if we allow for a different volatility $v_i$ ($i = 1, \ldots, q$) in every summand of the diffusion in (2.1a). Then, boundedness has to be understood in a more general sense, i.e., we need the existence of a positive semidefinite matrix $C = (c_{ij})_{i,j=1,\ldots,q}$ such that

$$
\left( v_1^4(t), \ldots, v_q^4(t) \right)^T \left( v_1^4(t), \ldots, v_q^4(t) \right) \leq C
$$

for all $t \in [0, T]$. The operator $L$ in Lemma 2.1 then becomes $L(X) = AX + XAT + \sum_{i,j=1}^q N_iXN_j^Tk_{ij}$. The associated Black Scholes model that guarantees the identity as in Lemma 2.2, is given by setting $v_i \equiv 1$ and replacing the Wiener process with covariance matrix $K$ by a Wiener process with covariance $K \diamond C$, where $\diamond$ denotes the component-wise product of two matrices. Notice that $K \diamond C$ is positive semidefinite again due to Schur’s product theorem [40].

**3. Characterization of dominant states.** We are interested in the dominant subspace of system (2.1) meaning that we aim to identify states that are less important in both equations (2.1a) and (2.1b). Those can be neglected in the system dynamics, leading us to an approximation of the system in a lower dimension.

The objects that we choose to identify unimportant states are related to matrices that are used in deterministic control theory. In linear deterministic control systems, the so-called reachability Gramian characterizes the minimal energy that
is needed to steer a system from zero to some desired state at time $T$. Moreover, the observability Gramian determines the energy that is caused by the observations of an unknown initial state on the time interval $[0, T]$, see, e.g., [1]. Consequently, these Gramians can be used to identify states that require a large amount of energy to be reached and states that produce only very little observation energy. Those are less relevant in a control system.

We use these ideas and extend them to the stochastic uncontrolled framework considered here. The matrices identifying the dominant subspaces of system (2.1) will also be called Gramians due to the link between the concepts.

### 3.1. Dominant subspaces of (2.1a).

We introduce the fundamental solution to (2.1a) as an $\mathbb{R}^{n \times n}$-valued stochastic process $\Phi$ solving

$$
\Phi(t) = I + \int_0^t A\Phi(s)ds + \sum_{i=1}^q \int_0^t \sqrt{v(s)} N_i\Phi(s)dW_i(s), \quad t \in [0, T],
$$

where $I$ denotes the identity matrix. If $v \equiv c$, the fundamental solution is denoted by $\Phi_c$. It is not hard to see that the solution to (2.1a) is given by

$$
x(t; x_0) = \Phi(t)x_0 = \Phi(t)Bz,
$$

because we assumed that the initial state is spanned by the columns of $B$. Below, $\langle \cdot, \cdot \rangle_2$ denotes the Euclidean inner product and $\|\cdot\|_2^2$ is the corresponding norm.

Based on (3.2), let us now identify the states in (2.1a) that play a minor role. We obtain

$$
\mathbb{E} \left| \langle x(t; x_0), \hat{x} \rangle_2 \right|^2 = \mathbb{E} \left| \langle \Phi(t)Bz, \hat{x} \rangle_2 \right|^2 = \mathbb{E} \left| \langle z, B^T\Phi^T(t)\hat{x} \rangle_2 \right|^2 \leq \hat{x}^T \mathbb{E} \left[ \Phi(t)BB^T\Phi^T(t) \right] \hat{x} \|z\|_2^2
$$

for a given vector $\hat{x} \in \mathbb{R}^n$ and using Cauchy’s inequality. Since $\mathbb{E} \left[ \Phi(t)BB^T\Phi^T(t) \right]$ might not be available from the computational point of view, we find an estimate based on $\Phi_c$ in the following proposition.

**Proposition 3.1.** Let $\Phi$ be the fundamental solution to (2.1a) and suppose that $\Phi_c$ is the fundamental solution to (2.1a) for the special case $v \equiv c$. Then, we have

$$
\mathbb{E} \left[ \Phi(t)BB^T\Phi^T(t) \right] \leq \mathbb{E} \left[ \Phi_c(t)BB^T\Phi_c^T(t) \right].
$$

**Proof.** We denote the $i$th column of the matrix $B$ by $b_i$, allowing us to write $\Phi(t)B = \begin{bmatrix} x(t; b_1), \ldots, x(t; b_m) \end{bmatrix}$. Hence, we have

$$
\mathbb{E} \left[ \Phi(t)BB^T\Phi^T(t) \right] = \sum_{k=1}^m \mathbb{E} \left[ x(t; b_k)x^T(t; b_k) \right].
$$

Applying (2.6) to (3.4) yields

$$
\mathbb{E} \left[ \Phi(t)BB^T\Phi^T(t) \right] \leq \sum_{k=1}^m \mathbb{E} \left[ x_c(t; b_k)x_c^T(t; b_k) \right] = \mathbb{E} \left[ \Phi_c(t)BB^T\Phi_c^T(t) \right].
$$

This concludes the proof. []

Combining (3.3) with Proposition 3.1, we find

$$
\mathbb{E} \left| \langle x(t; x_0), \hat{x} \rangle \right|^2 \leq \hat{x}^T F(t)\hat{x} \|z\|_2^2,
$$

(3.5)
where $F(t) := \mathbb{E} \left[ \Phi_c(t)BB^T \Phi_c^T(t) \right]$. We define $P_T := \int_0^T F(t) \, dt$ and call $P_T$ (time-limited) reachability Gramian. Integrating both sides of (3.5) over $[0, T]$ yields
\[
\int_0^T \mathbb{E} \left| \langle x(t; x_0), \bar{x} \rangle_2 \right|^2 \, dt \leq \bar{x}^T P_T \bar{x} \| z \|_2^2. \tag{3.6}
\]
Consequently, the Gramian $P_T$ characterizes the relevant subspaces as we see in the next proposition.

**Proposition 3.2.** Let $x(\cdot; x_0)$ be the solution to (2.1a) with initial state $x_0 = Bz$, i.e., it is spanned by the columns of $B$. Then, it holds that
\[
x(t; x_0) \in \text{im}(P_T) \quad \mathbb{P} \otimes \text{dt-a.s. on } \Omega \times [0, T],
\]
where $\text{im}(\cdot)$ denotes the image of a matrix.

**Proof.** If $\bar{x} \in \ker(P_T)$, i.e., $\bar{x}$ lies in the kernel of $P_T$, then the left-side of (3.6) is zero, which implies that $\langle x(t; x_0), \bar{x} \rangle_2 = 0 \mathbb{P} \otimes \text{dt-a.s.}$ Since $P_T$ is symmetric positive semidefinite, this yields the claim. $\square$

Thus, the states that are not in $\text{im}(P_T)$ are not important in equation (2.1a). However, it is also important to identify the states that play a minor role. Therefore, we turn our attention to states that lie in $\text{im}(P_T)$ but that are nevertheless less important. We can choose an orthonormal basis of eigenvectors $(p_k)_{k=1, \ldots, n}$ of $P_T$ with associated eigenvalues $(\lambda_k)_{k=1, \ldots, n}$. Then, the following representation
\[
x(t; x_0) = \sum_{k=1}^n \langle x(t; x_0), p_k \rangle_2 p_k
\]
holds. Setting $\bar{x} = p_k$ in (3.6) leads to
\[
\int_0^T \mathbb{E} \left| \langle x(t; x_0), p_k \rangle_2 \right|^2 \, dt \leq \lambda_k \| z \|_2^2. \tag{3.7}
\]
Consequently, $x(t; x_0)$ is small in the direction of $p_k$ if $\lambda_k$ is small. Hence, states with a large component in the direction of such a $p_k$ are less relevant. This means that eigenspaces of $P_T$ corresponding to small eigenvalues $\lambda_k$ play a minor role in the system dynamics.

**Remark 3.** $P_T$ is related to the Gramian used in [6]. However, they choose $\lim_{T \to \infty} P_T$ in some asymptotically stable deterministic setting, i.e., $N_i = 0$ and $\lambda(A) \subset \mathbb{C}_-$, where $\lambda(\cdot)$ denotes the spectrum of a matrix. In the stochastic case the respective stability condition were $\mathbb{E} \| x_i(t; x_0) \|_2^2 \to 0$ for $t \to \infty$ and all initial conditions $x_0$ (mean square asymptotic stability), see, e.g., [17, 28, 35]. Stability is not assumed in this paper such that $\lim_{T \to \infty} P_T$ does not exist in general. Moreover, the motivation to use the reachability Gramian $P_T$ is different from the motivation given in [6].

We conclude this section by a discussion on how to compute $P_T$ which allows to identify redundant information in the system. Using the representation of $F$ in (3.4) and applying Lemma 2.2 to every summand of its right-side, we see that $F$ satisfies
\[
\dot{F}(t) = AF(t) + F(t)A^T + c \sum_{i,j=1}^q N_i F(t) N_j^T k_{ij}, \quad F(0) = BB^T. \tag{3.8}
\]
Integrating both sides of (3.8) yields
\[
F(T) - BB^T = AP_T + P_T A^T + c \sum_{i,j=1}^q N_i P_T N_j^T k_{ij}. \tag{3.9}
\]
This means that the large-scale generalized Lyapunov equation (3.9) needs to be solved to derive $P_T$. This can be done also in a large-scale setting for a given left-side. However, the left-side of (3.9) depends on $F(T)$, a matrix that needs to be computed beforehand. For dimensions $n$ of a few hundreds, this can be done directly by vectorizing (3.8). Defining $f(t) := \text{vec}(F(t))$, we then obtain
\[ \dot{f}(t) = \mathcal{K} f(t), \quad f(0) = \text{vec}(B B^T), \] (3.10)
where $\text{vec}(\cdot)$ is the vectorization of a matrix, $\cdot \otimes \cdot$ denotes the Kronecker product of two matrices and
\[ \mathcal{K} := I \otimes A + A \otimes I + c \sum_{i,j=1}^{q} N_i \otimes N_j k_{ij}. \]
Consequently, deriving $F(T)$ relies on the efficient computation of a matrix exponential, since
\[ f(T) = e^{\mathcal{K} T} \text{vec}(B B^T). \] (3.11)
A discussion on how to determine a matrix exponential efficiently can be found in [31] and references therein. However, we need to assume that $0 \notin \lambda(\mathcal{K})$. This guarantees a unique solution of (3.9) which we suppose to have below. If system (2.1) were mean square asymptotically stable in the spirit of Remark 3, then we could take $T \to \infty$ in (3.9) and $F(T)$ would disappear in the limit which makes the computation of the (infinite) reachability Gramian much simpler. Such type of (infinite) reachability Gramians are, e.g., used to characterize reachability energies in mean square asymptotically stable controlled stochastic systems having time-invariant coefficients [13, 35], a setting that differs significantly from the one considered here.

More advanced approaches need to be used to solve for $F(T)$ if $n$ is very large. There are relevant examples in which $F(T)$ and hence $P_T$ can be derived explicitly as we will see in Section 6.

We give some insight on the computational complexity of the solution to the Lyapunov equation in the following remark.

**Remark 4.** Once we have determined $F(T)$, a large scale generalized Lyapunov equation (3.9) needs to be solved. If one uses vectorization and the Kronecker product to solve the matrix equation, which then becomes a linear system of size $n^2$, then in general $O(n^6)$ operations are needed to solve this linear system.

However, in the past decades, several techniques have been developed in order to solve the large scale generalized Lyapunov equation (3.9) more efficiently. Damm [18] has shown that one can compute the solution to (3.9) by solving a sequence of standard Lyapunov equations, that is the case where $N_i = 0$ for $i = 1, \ldots, q$. Such standard Lyapunov equations can either be solved by direct methods, such as Bartels-Stewart [3], which cost $O(n^3)$ operations, or by iterative methods such as ADI or Krylov subspace methods [42], which have a much smaller complexity than the Bartels-Stewart algorithm, in particular, when the left hand side is of low rank or structured. In addition, several low rank solvers have been developed for computing the solution to (3.9) directly, for the case where one can show that the solution is approximately of low rank [8, 30, 41]. The complexity of those methods is generally $O(n^2)$ or less.

### 3.2. Dominant subspace of (2.1b)
We now characterize the importance of an initial state $x_0$ in the output equation. The initial condition is not relevant if the corresponding output $y(\cdot; x_0)$ has zero energy and is of low relevance if the
output energy is small, since those initial states barely contribute to the quantity of interest. We begin with an estimate for \( y \) based on the result of Section 2.

**Proposition 3.3.** Suppose that \( y \) is given by (2.1b) and let us assume that \( y_c \) is the output associated with the solution to the solution of (2.1a) if \( v \equiv c \), i.e., 
\[ y_c(t) = Cx_c(t). \]

Then, we have
\[
E \int_0^T \| y(t) \|_2^2 \, dt \leq E \int_0^T \| y_c(t) \|_2^2 \, dt. \tag{3.12}
\]

**Proof.** We use the linearity of the trace to obtain
\[
E \int_0^T \| y(t) \|_2^2 \, dt = E \int_0^T \text{tr}(Cx(t)x^T(t)C^T) \, dt = \int_0^T \text{tr}(CE[x(t)x^T(t)]C^T) \, dt.
\]

Using that (2.6) is preserved when the trace is applied yields
\[
E \int_0^T \| y(t) \|_2^2 \, dt \leq \int_0^T \text{tr}(CE[x_c(t)x^T_c(t)]C^T) \, dt = E \int_0^T \| y_c(t) \|_2^2 \, dt
\]
which concludes the proof of this proposition. \( \Box \)

Now, the goal is to find a bound for the energy of \( y_c \). Therefore, we introduce \( Q_T \) as the solution to
\[
G(t) = A^T Q_T + Q_T A + c \sum_{i,j=1}^q N^T_i Q_T N_j k_{ij}, \tag{3.13}
\]
an equation that can be solved for large \( n \) once the left-side is given. We refer to \( Q_T \) as the observability Gramian since it characterizes the observation energy as we will see below. \( G(t), t \in [0, T] \), entering in (3.13) satisfies
\[
\dot{G}(t) = A^T G(t) + G(t) A + c \sum_{i,j=1}^q N^T_i G(t) N_j k_{ij}, \quad G(0) = C^T C, \tag{3.14}
\]
i.e., \( Q_T = \int_0^T G(s) \, ds \). Notice that if \( n \) is not too large, \( G(T) \) can be computed analogously to (3.11) meaning that \( g(T) := \text{vec}(G(T)) \) is given by
\[
g(T) = e^{x^T T} \text{vec}(C^T C).
\]

Below, we distinguish between two cases. We first discuss the case in which the system matrices commute.

**Commuting matrices.** We find a representation for \( Q_T \) and subsequently an energy estimate for \( y_c \) in case all the matrices in (2.1a) commute. For that purpose, we establish the following result.

**Proposition 3.4.** Let us assume that all matrices \( A, N_1, \ldots, N_q \) commute. Hence, we have that these matrices commute with the fundamental solution \( \Phi_c \), i.e.,
\[
A \Phi_c(t) = \Phi_c(t) A \quad \text{and} \quad N_i \Phi_c(t) = \Phi_c(t) N_i \tag{3.15}
\]
for all \( t \in [0, T] \) and \( i = 1, \ldots, q \).

**Proof.** These identities hold since the left and the right-sides satisfy the same differential equation, e.g., one can multiply (3.1) with \( A \) from the left to obtain the equation for \( A \Phi_c \) and with \( A \) from the right to get the one for \( \Phi_c A \). Since all system matrices commute, the equations coincide. Similarly, one finds the indents for the matrices \( N_i \). \( \Box \)
The example considered in Section 6 satisfies the assumption of Proposition 3.4. Furthermore, notice that in the deterministic case \((N_c = 0)\), we have \(\Phi_c(t) = e^{At}\) and hence (3.15) is always given. Based on Proposition 3.4, a representation of \(Q_T\) can be found.

**Proposition 3.5.** Under the assumptions of Proposition 3.4, we have

\[
Q_T = \int_0^T \mathbb{E} \left[ \Phi_c^T(t) C^T C \Phi_c(t) \right] dt.
\]

**Proof.** We apply Ito’s product rule to \(\Phi_c^T(t) C^T C \Phi_c(t)\) and take the correlation of the noise processes into account. This yields

\[
d \left( \Phi_c^T(t) C^T C \Phi_c(t) \right) = d \left( \Phi_c^T(t) \right) C^T C \Phi_c(t) + \Phi_c^T(t) C^T C d \left( \Phi_c(t) \right) + d \left( \Phi_c^T(t) \right) C^T C d \left( \Phi_c(t) \right)
\]

\[
= d \left( \Phi_c^T(t) \right) C^T C \Phi_c(t) + \Phi_c^T(t) C^T C d \left( \Phi_c(t) \right) + c \sum_{i,j=1}^q \Phi_c^T(t) N_i^T C^T C N_j k_{ij} \Phi_c(t) dt.
\]

Above, we plug in (3.1) for the case when \(v \equiv c\) and take the expected value on both sides. Hence, using that the Ito integral has mean zero, we have

\[
d \left( \mathbb{E} \left[ \Phi_c^T(t) C^T C \Phi_c(t) \right] \right) = \mathbb{E} \left[ \Phi_c^T(t) \left( A^T C^T C + C^T C A + c \sum_{i,j=1}^q N_i^T C^T C N_j k_{ij} \right) \Phi_c(t) \right] dt.
\]

Due to (3.15) we see that \(\mathbb{E} \left[ \Phi_c^T(t) C^T C \Phi_c(t) \right] \), \(t \in [0, T]\), solves (3.14) and thus \(Q_T = \int_0^T \mathbb{E} \left[ \Phi_c^T(t) C^T C \Phi_c(t) \right] dt. \)

Inequality (3.12) and Proposition 3.5 now imply that

\[
\mathbb{E} \int_0^T \|y(t)\|^2_2 dt \leq \mathbb{E} \int_0^T \|C \Phi_c(t) x_0\|^2_2 dt = x_0^T Q_T x_0.
\]

(3.16)

Initial states that are spanned by eigenvectors of \(Q_T\) belonging to the small eigenvalues lead to a small right-side in (3.16) and consequently yield a small output \(y\). Hence, we know that eigenspaces of \(Q_T\) corresponding to the small eigenvalues are less relevant in (2.1b).

**General case.** We find another bound on the energy of \(y_c\) and hence also for \(y\) in the general case.

**Proposition 3.6.** If \(y\) is the quantity of interest in system (2.1) and \(Q_T\) the solution of (3.13), then

\[
\mathbb{E} \int_0^T \|y(t)\|^2_2 dt \leq x_0^T Q_T x_0 + \mathcal{R}(T),
\]

(3.17)

where \(\mathcal{R}(T) := \mathbb{E} \int_0^T x_c^T(t; x_0) G(T) x_c(t; x_0) dt - \mathbb{E} \left[ x_c^T(T; x_0) Q_T x_c(T; x_0) \right]\) with \(G\) solving (3.14).

**Proof.** We make use of

\[
\mathbb{E} \left[ x_c^T(T; x_0) Q_T x_c(T; x_0) \right] = \text{tr} \left( Q_T \mathbb{E} \left[ x_c(T; x_0) x_c^T(T; x_0) \right] \right).
\]

(3.18)
We obtain from Lemma 2.2 that

\[
Q_T E\left[ x_c(T; x_0)x_c^T(T; x_0) \right] = Q_T x_0 x_0^T + E \int_0^T Q_T Ax_c(t; x_0)x_c^T(t; x_0) dt + E \int_0^T Q_T x_c(t; x_0)x_c^T(t; x_0) A^T dt + c \sum_{i,j=1}^q E \int_0^T Q_T N_j x_c(t; x_0)x_c^T(t; x_0) N_j^T k_{ij} dt.
\]

Using properties of the trace, (3.18) becomes

\[
E\left[ x_c^T(T; x_0)Q_T x_c(T; x_0) \right] = x_0^T Q_T x_0 + E \int_0^T x_c^T(t; x_0) \left( A^T Q_T + Q_T A + c \sum_{i,j=1}^q N_i^T Q_T N_j q_{ij} \right) x_c(t; x_0) ds.
\]

We insert equation (3.13) into the above identity to get

\[
E\left[ x_c^T(T; x_0)Q_T x_c(T; x_0) \right] = x_0^T Q_T x_0 - E \int_0^T \| y_c(t) \|_2^2 dt + E \int_0^T x_c^T(t; x_0) G(T) x_c(t; x_0) dt \tag{3.19}
\]

This, together with (3.12), gives us the result. ∎

Assuming that the remainder term \( R(T) \) is not too large, the same conclusions as below (3.16) can be made. The eigenspaces that belong to the small eigenvalues of \( Q_T \) are unimportant. If the system is mean square asymptotic stable, then \( Q_\infty := \lim_{T \to \infty} Q_T \) exists and \( R(T) \to 0 \) as \( T \to \infty \). Taking the limit of \( T \to \infty \) in (3.17) would then lead to a characterization of the output energy by \( Q_\infty \) without a remainder term. \( Q_\infty \) is also easier to determine than \( Q_T \) since it solves (3.13) with \( G(T) = 0 \). Energy estimates based on \( Q_\infty \) are shown in [9, 13, 35] if the variance \( v \) is constant.

We can also get to a more explicit bound by applying Gronwall’s lemma to (3.19) if \( Q_T \) is regular. Defining \( \alpha(T) := x_0^T Q_T x_0 - E \int_0^T \| y_c(t) \|_2^2 dt \) (3.19) becomes

\[
E \left( \| Q_T^{\frac{1}{2}} x_c(t; x_0) \|_2^2 \right)^2 = \alpha(T) + E \int_0^T \| G_{1/2}(T) x_c(t; x_0) \|_2^2 dt \leq \alpha(T) + k_T E \int_0^T \| Q_T^{-\frac{1}{2}} x_c(t; x_0) \|_2^2 dt
\]

where \( k_T := \| G_{1/2}(T) Q_T^{-\frac{1}{2}} \|_2^2 \). Gronwall’s lemma leads to

\[
0 \leq E \left( \| Q_T^{\frac{1}{2}} x_c(t; x_0) \|_2^2 \right)^2 \leq \alpha(T) + E \int_0^T \alpha(t)k_T e^{k_T(T-t)} dt.
\]

With a few more steps, we find

\[
E \int_0^T \| y(t) \|_2^2 dt \leq x_0^T Q_T x_0 e^{k_T T},
\]

but this bound cannot be expected to be tight.
4. State-space transformation and reduced-order model. Balancing related MOR like balanced truncation were initially invented for controlled linear deterministic systems that are asymptotically stable and have zero initial states [33]. Balanced truncation has been extended to stochastic systems with similar properties [9, 13]. Subsequently, this scheme was studied for deterministic and stochastic systems with non-zero initial conditions [6, 7]. However, all these methods are restricted to stable systems. A method for deterministic equations called time-limited balanced truncation aiming to create a good reduced system on a finite time interval only was introduced in [22]. As pointed out in [31], this method has some potential in the context of unstable systems.

The method explained below is a combination of all the methods mentioned above. It follows the same concept which is simultaneously diagonalizing system Gramians. Here, the Gramians are $P_T^T$ and $Q_T^T$ solving (3.9) and (3.13), respectively. We have shown the relevance of these Gramians in Section 3. Diagonalizing both $P_T$ and $Q_T$ means that we create a system in which the important states in equations (2.1a) and (2.1b) are the same. Hence, the unimportant ones can be easily identified and thus truncated.

Let $S \in \mathbb{R}^{n \times n}$ be a regular matrix. We do a coordinate transformation by introducing

$$\hat{x}(t) = Sx(t).$$

Based on (2.1) the associated system is

$$d\hat{x}(t) = \hat{A}\hat{x}(t)dt + \sum_{i=1}^{q} \sqrt{v(t)}\hat{N}_i\hat{x}(t)dW_i(t), \quad \hat{x}(0) = SBz, \quad t \in [0, T],$$

where $\hat{A} = SAS^{-1}$, $\hat{B} = SB$, $\hat{C} = CS^{-1}$ and $\hat{N}_i = SN_iS^{-1}$. Notice that the quantity of interest does not change with this transformation. However, the matrices characterizing the importance of states in (4.1a) and (4.1b) are different ones. For the transformed system (4.1), these become

$$\hat{P}_T = SP_T S^T \quad \text{and} \quad \hat{Q}_T = S^{-T}Q_TS^{-1}. \quad (4.1)$$

The above relation is obtained by multiplying (3.8) with $S$ from the left and with $S^T$. Moreover, (3.14) needs to be multiplied with $S^{-T}$ from the left and with $S^{-1}$ from the right.

We now choose $S$ such that $\hat{P}_T = \hat{Q}_T = \Sigma_T = \text{diag}(\sigma_1, \ldots, \sigma_n)$, where $\sigma_1 \geq \ldots \geq \sigma_n > 0$ are called Hankel singular values (HSV) and given by $\sigma_i = \sqrt{\lambda_i(P_TQ_T)}$, where $\lambda_i(\cdot)$ denotes the $i$th eigenvalue of the matrix and $i = 1, \ldots, n$. Such a system is called balanced. A transformation like this always exists if $P_T, Q_T > 0$. It is, together with its inverse, derived the following way:

$$S = \Sigma_T^{-\frac{1}{2}}U^T L_Q^T \quad \text{and} \quad S^{-1} = K_P V \Sigma_T^{-\frac{1}{2}}. \quad (4.2)$$

The above matrices are computed from factorizations $P_T = K_P K_P^T$ and $Q_T = L_Q L_Q^T$ as well as from the singular value decomposition of $K_P^T L_Q = V \Sigma U^T$.

In a balanced system, it is easy to identify the unimportant states. They are the ones corresponding to the small HSVs of the system and represented by $x_2$ given by the partition of the balanced state variable

$$\hat{x}(t) = Sx(t) = \begin{bmatrix} x_1(t) \\ x_2(t) \end{bmatrix},$$

$$y(t) = \hat{C}\hat{x}(t), \quad t \in [0, T],$$
where \( x_1(t) \in \mathbb{R}^\hat{n} \) represents the relevant states in the system dynamics. Furthermore, we partition the balanced realization as follows:

\[
SAS^{-1} = \begin{bmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{bmatrix}, \quad SB = \begin{bmatrix} B_1 \\ B_2 \end{bmatrix}, \quad CS^{-1} = [c_1 \ c_2], \quad SNiS^{-1} = \begin{bmatrix} N_{i,11} & N_{i,12} \\ N_{i,21} & N_{i,22} \end{bmatrix},
\]

where \( A_{11} \in \mathbb{R}^{\hat{n} \times \hat{n}} \) etc. With this, system (4.1) becomes

\[
\begin{aligned}
\frac{dx_1}{dt} &= A_{11}x_1 + \sum_{i=1}^{q} \sqrt{v_i} N_{i,11} x_2(t) dW_i(t), \\
\frac{dx_2}{dt} &= A_{21}x_1 + A_{22}x_2(t) dW_2(t), \\
y(t) &= [c_1 \ c_2] \begin{bmatrix} x_1(t) \\ x_2(t) \end{bmatrix}, \\
\hat{x}(t) &= [B_1 \ B_2]_t z,
\end{aligned}
\]

(4.2)

The time dependence is omitted in (4.2) to shorten the notation. The reduced system of dimension \( \hat{n} \ll n \) is now obtained by neglecting \( x_2 \); i.e., the second line in (4.2) is truncated the remaining \( x_2 \) variables are set zero in both the first line of (4.2) and in (4.3). The reduced-order model then is

\[
\begin{aligned}
d\hat{x}(t) &= A_{11}\hat{x}(t)dt + \sum_{i=1}^{q} \sqrt{v(t)} N_{i,11} \hat{x}(t) dW_i(t), \\
\hat{y}(t) &= C_1\hat{x}(t), \\
\hat{x}(0) &= B_1 z,
\end{aligned}
\]

(4.4a)

\[
\begin{aligned}
d\hat{y}(t) &= C_1\hat{x}(t), \\
\hat{y}(0) &= B_1 z, \\
t \in [0, T].
\end{aligned}
\]

(4.4b)

where \( A_{11}, N_{i,11} \in \mathbb{R}^{\hat{n} \times \hat{n}}, B_1 \in \mathbb{R}^{\hat{n} \times m} \) and \( C_1 \in \mathbb{R}^{p \times \hat{n}} \).

5. Error bound analysis. We introduce an error system by combining (2.1a) and (4.4a) with an output equation that represents the error between (2.1b) and (4.4b). The error system is

\[
\begin{aligned}
dx^e(t) &= A^e x^e(t)dt + \sum_{i=1}^{q} \sqrt{v(t)} N_i^e x^e(t) dW_i(t), \\
y^e(t) &= C^e x^e(t), \\
x^e(0) &= B^e z,
\end{aligned}
\]

(5.1)

where the error state \( x^e \) and the error matrices \( (A^e, B^e, C^e, N_i^e) \) are

\[
x^e = \begin{bmatrix} \hat{x} \\ \hat{z} \end{bmatrix}, \quad A^e = \begin{bmatrix} A & 0 \\ 0 & A_{11} \end{bmatrix}, \quad B^e = \begin{bmatrix} B_1 \end{bmatrix}, \quad C^e = \begin{bmatrix} C \ -c_1 \end{bmatrix}, \quad N_i^e = \begin{bmatrix} N_{i,11} & 0 \\ 0 & N_{i,11} \end{bmatrix}.
\]

(5.2)

Let us again assume that an index \( e \) indicates that \( v \) in (5.1) is replaced by \( c \). We obtain

\[
\mathbb{E} \int_0^T \| y^e(t) \|^2 dt \leq \mathbb{E} \int_0^T \| \tilde{y}(t) \|^2 dt
\]

the same way as in (3.12). Based on the fundamental solution \( \Phi^e \) (or \( \Phi_c^e \)), the quantity of interest given a constant volatility function, is represented by \( y^e_c(t) = C^e \Phi^e_c(t) B^e z \). Plugging this into the above inequality yields

\[
\begin{aligned}
\mathbb{E} \int_0^T \| y^e(t) \|^2 dt &\leq \mathbb{E} \int_0^T \| C^e \Phi^e_c(t) B^e z \|^2 dt \\
&\leq \mathbb{E} \int_0^T \| C^e \Phi^e_c(t) B^e \|_F^2 dt \| z \|^2 \\
&= \text{tr}(C^e P_F^e (C^e)^T) \| z \|^2,
\end{aligned}
\]

(5.3)

where we set \( P_F^e := \int_0^T F^e(t) dt \) with \( F^e(t) = \Phi^e(t) B^e (B^e)^T (\Phi^e_c)^T t \). Analogue to (3.8), \( F^e \) solves

\[
\dot{F}^e(t) = A^e F^e(t) + F^e(t)(A^e)^T + c \sum_{i,j=1}^q N_i^e F^e(t)(N_j^e)^T k_{ij}, \quad F^e(0) = B^e (B^e)^T.
\]

(5.4)
We partition the solution to (5.4) as follows

\[ F^c(t) = \begin{bmatrix} F_{11}(t) & F_{12}(t) \\ F_{21}(t) & F_{22}(t) \end{bmatrix} \]  

and see that \( F_{11}(t) = F(t) \) solving (3.8) as well as \( F_{12}(t) = \tilde{F}(t) \) and \( F_{22}(t) = \tilde{F}(t) \) that are the solutions to

\[
\tilde{F}(t) = A\tilde{F}(t) + \bar{F}(t)A_{11}^T + c \sum_{i,j=1}^{q} N_i \bar{F}(t) N_{j,11}^T k_{ij}, \quad \tilde{F}(0) = BB_1^T 
\]

\[
\tilde{F}(t) = A_{11}\tilde{F}(t) + \bar{F}(t)A_{11}^T + c \sum_{i,j=1}^{q} N_{i,11} \bar{F}(t) N_{j,11}^T k_{ij}, \quad \tilde{F}(0) = B_1B_1^T
\]

using the partitions in (5.2). From (5.3) and (5.5), we obtain

\[
E \int_0^T \|y(t) - \hat{y}(t)\|_2^2 dt = E \int_0^T \|y^c(t)\|_2^2 dt 
\leq \left( \text{tr}(CP_T C^T) - 2 \text{tr}(C\tilde{P}_T C_1^T) + \text{tr}(C_1\tilde{P}_T C_1^T) \right) \|z\|_2^2 
\]

where \( \tilde{P}_T := \int_0^T \tilde{F}(t) dt \) and \( \tilde{P}_T := \int_0^T \tilde{F}(t) dt \). By Integrating both (5.6) and (5.7), the equations for these two matrices are

\[
\tilde{F}(T) - BB_1^T = AP_T + P_T A_{11}^T + c \sum_{i,j=1}^{q} N_i P_T N_{j,11}^T k_{ij}, \quad (5.9)
\]

\[
\tilde{F}(T) - B_1B_1^T = A_{11}\tilde{P}_T + \tilde{P}_T A_{11}^T + c \sum_{i,j=1}^{q} N_{i,11} \tilde{P}_T N_{j,11}^T k_{ij}. \quad (5.10)
\]

Since \( P_T \) is already known from the balancing procedure explained in Section 4, the bound for the absolute output error in (5.8) requires only the computation of \( \tilde{P}_T \) and \( \tilde{P}_T \). Since the reduced dimension \( \tilde{n} \) is rather small, the corresponding equations (5.9) and (5.10) can often be solved directly through vectorization. Hence, we have

\[
\text{vec}(\tilde{F}(T)) - \text{vec}(BB_1^T) = \bar{K} \text{vec}(\tilde{P}_T), \\
\text{vec}(\tilde{F}(T)) - \text{vec}(B_1B_1^T) = \bar{K} \text{vec}(\tilde{P}_T)
\]

with \( \tilde{F}(T) = e^{\bar{K}T} \text{vec}(BB_1^T) \) and \( \tilde{F}(T) = e^{\bar{K}T} \text{vec}(B_1B_1^T) \), where

\[
\bar{K} := \begin{pmatrix} I_n \otimes A_{11} + A \otimes I_{\tilde{n}} + c \sum_{i,j=1}^{q} N_i \otimes N_{j,11} k_{ij} \end{pmatrix}, \\
\bar{K} := \begin{pmatrix} I_{\tilde{n}} \otimes A_{11} + A_{11} \otimes I_{\tilde{n}} + c \sum_{i,j=1}^{q} N_{i,11} \otimes N_{j,11} k_{ij} \end{pmatrix}.
\]

Above, the identity matrices are equipped with an index indicating the respective dimension. With (5.8) a bound for the absolute error of reducing system (2.1) was found. However, the relative error is more interesting to be analyzed. Therefore, we need a computable lower bound for the \( L^2 \)-norm of \( y \). This task is relatively simple because the inequality of Cauchy Schwartz yields

\[
\int_0^T \|E[y(t)]\|_2^2 dt \leq E \int_0^T \|y(t)\|_2^2 dt.
\]
Now, $E[x(t)], t \in [0, T]$, solves equation (2.1a) with $c = 0$ which can be seen easily by applying the expected value to both sides of (2.1a) and by exploiting that the Ito integrals have zero mean. We use that $\Phi_{c=0}(t) = e^{At}$ such that $E[y(t)] = C e^{At} B z$. We plug this into the above estimate leading to

$$E \int_0^T \|y(t)\|_2^2 dt \geq \int_0^T \|C e^{At} B z\|_2^2 dt = z^T B^T Q_{T,0} B z,$$

where $Q_{T,0} := \int_0^T e^{At} C^T C e^{At} dt$. According to Subsection 3.2, $Q_{T,0}$ solves (3.13) with $c = 0$, i.e.,

$$e^{AT} C^T C e^{AT} - C^T C = A^T Q_{T,0} + Q_{T,0} A,$$

an equation that can be solved in a large-scale setting, since there are efficient methods to determine $e^{AT}$ for large $n$. We summarize the results of this section in a theorem below, where we set $\|y\|_{L^2} := E \int_0^T \|y(t)\|_2^2 dt$.

**Theorem 5.1.** Let $y$ be the output of the original system (2.1) and let $\tilde{y}$ be the output of the reduced model (4.4). Then, the relative $L^2$-error between $y$ and $\tilde{y}$ is bounded as follows:

$$\frac{\|y - \tilde{y}\|_{L^2}}{\|y\|_{L^2}} \leq \frac{\left(\text{tr}(CP_T C^T) - 2 \text{tr}(C P_T C_1^T) + \text{tr}(C_1 \tilde{P}_T C_1^T)\right) \|z\|_2}{(z^T B^T Q_{T,0} B z)^{\frac{1}{2}}},$$

where $P_T, \tilde{P}_T$ and $Q_{T,0}$ are the solutions to (3.9), (5.9), (5.10) and (5.12), respectively.

**Proof.** The result follows from (5.8) and (5.11). □ The bound in Theorem 5.1 provides a good a priori error estimate, an indicator for the quality of the reduced system. Error bounds for related methods in a deterministic framework can be found in [24, 37, 38].

**Remark 5.** Notice that if we aim to reduce a Black-Scholes model with output $y$, instead of a Heston model with output $y$, the energy $\|y_c\|_{L^2}$ is explicitly known according to Section 3.2 given that $A, N_1, \ldots, N_q$ commute. Then, it holds that $\|y_c\|_{L^2} = x_0^T Q_T x_0$ such that we can replace $Q_{T,0}$ by $Q_T$ in Theorem 5.1.

**Remark 6.** For option pricing, we typically consider expectations of $f(y(t))$ for some payoff function $f$. If $f$ is Lipschitz (e.g., for put and call options), then the error bound of Theorem 5.1 immediately carries over. However, there are relevant financial options with even discontinuous payoffs, for instance digital options. In this case, a general error analysis is difficult. However, we would like to point out that financial models often have inherent smoothing properties, which allow us to effectively mollify the payoff without adding additional bias. We refer to [5] for an application of this property to option pricing with QMC and adaptive sparse grids quadrature methods.

**6. Numerical experiments.** We apply the MOR technique motivated in Section 3 and explained in Section 4. The goal is to accurately approximate payoff functions associated with the large asset price model (2.1a) (these are functions of the quantity of interest in (2.1b)) by payoff functions of the reduced system (4.4). This type of problem is of particular interest if we price European options with an underlying high-dimensional Heston model because computational complexity can be reduced. Moreover, since the reduced system shows good pathwise approximations, it can be of interest in the context of Bermudan options because regression based methods [32, 43] suffer from the curse of dimensionality which makes them inaccurate in a large-scale setting. Below, we consider a particular Heston model
(2.1) and illustrate the quality of the reduction in dependence of the covariance matrix $K$ of the noise process.

We consider the following linear stochastic differential equation that represents an asset price model:

$$dx_i(t) = rx_i(t)dt + \xi_i \sqrt{v(t)}x_i(t)dW_i(t), \quad x_i(0) = x_{0,i},$$

where $x_i$ denotes the $i$th component of a price process $x$ ($i = 1, \ldots, n$). Moreover, we assume that $r = 0.02$ is the fixed interest rate and $\xi_i \in [0.2, 0.7]$ are volatility parameter sampled from a uniform distribution. Now, we can rewrite equation (6.1) in order to guarantee the form given in (2.1a). The respective matrices are

$$A = rI, \quad N_i = \xi_i e_i e_i^T, \quad B = x_0 \quad \text{and} \quad z = 1,$$

where $e_i$ is the $i$th unit vector in $\mathbb{R}^n$, $q = n$, and assuming that we are interested in a single initial value $x_0$ only. In this particular situation, the matrices $A, N_1, \ldots, N_n$ commute and are symmetric. The variance process is $v(t) = \min\{\bar{v}(t), c\}, \ t \in [0, T]$, where $\bar{v}$ is the solution to the following stochastic differential equation:

$$d\bar{v}(t) = a(b - \bar{v}(t))dt + \bar{\sigma}\sqrt{\bar{v}(t)}dB(t), \quad \bar{v}(0) = v_0,$$

where $b = 0.2$ is the long run average variance, $a = 0.2$ is the rate characterizing the speed of convergence of the average variance and $\bar{\sigma} = 0.15$ is the volatility of the volatility process. Furthermore, $B$ is a standard Brownian motion with respect to the filtration $(\mathcal{F}_t)_{t \in [0, T]}$ that negatively correlated with the other standard Brownian motions $W_i$, i.e., $\mathbb{E}[B(t)W_i(t)] = \rho_i t$, where $\rho_i < 0$. The parameters $\xi_i, a, b, \bar{\sigma}$ are chosen to have an average volatility around 0.2, i.e.,

$$\mathbb{E}\left[\sqrt{v(t)}\right] \frac{1}{n} \sum_{i=1}^{n} \xi_i \approx 0.2.$$

Notice that in order to fit the theory, the process $v$ is bounded by a constant $c$ since generally $\bar{v}$ is unbounded. Practically, we simulate a certain number of paths of $\bar{v}$ and choose a $c$ that represents a bound of these simulated paths such that those coincide with the respective paths of $v$.

Suppose that the quantity of interest is now some one dimensional partial information $y$ of the price process $x$ that is the form

$$y(t) = Cx(t),$$

where the output matrix is $C = [1, 1, \ldots, 1]$. We now determine a reduced system (4.4). To do so, the matrices $P_T$ and $Q_T$ need to be computed in order to conduct the balancing procedure described in Section 4. Fortunately, these matrices can be derived explicitly from (3.8) and (3.14). Plugging in (6.2) into these equations, we obtain

$$\dot{F}(t) = 2rIF(t) + c \sum_{i,j=1}^{n} e_i e_j^T F(t) e_j e_i^T \xi_i \xi_j k_{ij}, \quad F(0) = x_0 x_0^T,$$

$$\dot{G}(t) = 2rIG(t) + c \sum_{i,j=1}^{n} e_i e_j^T G(t) e_j e_i^T \xi_i \xi_j k_{ij}, \quad G(0) = C^T C.$$

By multiplying the above equations with $e_i^T$ from the left and with $e_j$ from the right, we can see that these equations can be solved component-wise. The entries of $F(t) = (f_{ij})_{i,j=1,\ldots,n}$ satisfy

$$\dot{f}_{ij}(t) = (2r + c \xi_i \xi_j k_{ij}) f_{ij}(t), \quad f_{ij}(0) = x_{0,i} x_{0,j},$$

$$\dot{f}_{ij}(t) = (2r + c \xi_i \xi_j k_{ij}) f_{ij}(t).$$
such that \( f_{ij}(t) = e^{h_{ij}t} x_{0,i} x_{0,j} \), where \( h_{ij} := (2r + c \xi_j k_{ij}) \). Integrating \( f_{ij} \) over \([0, T]\), we find that \( P_T = (p_{ij})_{i,j=1,...,n} \) is given by

\[
p_{ij} = \frac{e^{h_{ij}T} - 1}{h_{ij}} x_{0,i} x_{0,j}.
\]

Analogously, it holds that \( Q_T = (q_{ij})_{i,j=1,...,n} \) is represented by

\[
q_{ij} = \frac{e^{h_{ij}T} - 1}{h_{ij}} e_i^T C^T C e_j.
\]

Since \( P_T \) and \( Q_T \) are given explicitly, the reduced system (4.4) with output \( \tilde{y} \) comes basically for free in terms of computational time. This also means that we are able to derive a reduced model if the number of assets is very large. We investigate the reduction quality for three different covariance matrices. First we consider a matrix with both small and large correlations between the noise processes. We first choose \( K = K_0 := \tau T^T \) according to [19], where \( \tau = [\tau_1, \tau_2, \ldots, \tau_n] \) has columns \( \tau_i \) generated by a vector \( s = (s_i)_{i=1,...,n-1} \) of samples \( s_i \) of independent uniformly distributed random variables with values in \([0, 1]\):

\[
\tau_1 = \left( \text{cp}(s_1) \right), \quad \tau_2 = \sqrt{1 - s_1^2} \begin{pmatrix} 0 \\ \text{cp}(s_{2:n-1}) \end{pmatrix}, \ldots, \tau_n = \sqrt{1 - s_{n-1}^2} \begin{pmatrix} 0 \\ 0 \end{pmatrix}.
\]

Above, we set \( s_{\ell:n-1} := (s_{\ell}, s_{\ell+1}, \ldots, s_{n-1})^T \) and

\[
\text{cp}(s) := [s_1, s_2 s_3, \ldots, s_1 s_2 \ldots s_{n-1}]^T.
\]

Further, we study the two extreme cases of \( K = I \) (independent noise processes) and \( K = 11^T \) (perfect correlation), where \( 1 \) is an \( n \)-dimensional vector of ones. We choose \( n = 100, T = 1, c = 0.6 \) and the initial conditions \( x_{0,i} \in [0, 1.25] \) are generated randomly. For \( K = K_0 \) we choose \( \rho_i \in [-0.9, 0] \), in case of \( K = I \) we have \( \rho_i = -0.09 \) and we fix \( \rho_i = -0.5 \) for \( K = 11^T \). In all the numerical experiments below, 2e06 samples are generated.

6.1. Approximation error in the quantity of interest. We begin with analyzing the error between the output of the full system \( y \) and the output of the reduced system \( \tilde{y} \). The first question is how to choose the dimension \( \hat{n} \) of system (4.4). The HSVs, i.e., \( \sigma_i = \sqrt{\lambda_i(P_T Q_T)} \) are a very good indicator for a suitable choice since the smaller \( \sigma_i \), the less important the \( i \)th state component \( \hat{x}_i \) in the balanced system (4.1) according to what we have derived in Section 3. We can see these values in logarithmic scale for different covariance matrices \( K \) in Figure 6.1. In each case, we observe that one variable dominates the dynamics meaning that no matter how \( K \) is chosen, a scalar reduced-order model already leads to a relatively good approximation. Moreover, we see that the reduction is expected to be least efficient if all noise processes are independent due to a slow decay of the HSVs. However, with perfect correlation \( (K = 11^T) \), we only have four non-zero HSVs meaning that the 100-dimensional model can be perfectly approximated by a system of four variables. In the case of \( K = K_0 \) the performance is in between the independent and perfectly correlated scenarios. This fits to our general observation that the higher the correlation, the better the algorithm works.

We conclude this subsection by a discussion on the error between the outputs \( y \) and \( \tilde{y} \) of systems (2.1) and (4.4) for this particular example. We determine the relative \( L^2 \)-error and the corresponding error bound in Theorem 5.1. This bound is that the right-side of (5.13) is denoted by \( EB \) here. The error bound is relatively tight for the example. In most of the cases it estimates the exact error by factor of
three, see Tables 6.1, 6.2 and 6.3. As supposed from the HSVs, very good results are obtained for very small $\tilde{n}$ if $K = 11^T$, compare with Figure 6.2. However, in the situation of $K = K_0$, a reduced-order between 4 and 10 shows a low error, too.

\[
\tilde{n} \parallel y - \tilde{y} \parallel_{L^2} / \parallel y \parallel_{L^2} \quad \mathcal{E}B
\]

<table>
<thead>
<tr>
<th>$\tilde{n}$</th>
<th>$\parallel y - \tilde{y} \parallel_{L^2} / \parallel y \parallel_{L^2}$</th>
<th>$\mathcal{E}B$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5.10e−03</td>
<td>1.55e−02</td>
</tr>
<tr>
<td>4</td>
<td>2.02e−03</td>
<td>6.18e−03</td>
</tr>
<tr>
<td>10</td>
<td>7.01e−04</td>
<td>2.17e−03</td>
</tr>
<tr>
<td>15</td>
<td>3.95e−04</td>
<td>1.23e−03</td>
</tr>
<tr>
<td>20</td>
<td>2.39e−04</td>
<td>7.46e−04</td>
</tr>
<tr>
<td>25</td>
<td>1.62e−04</td>
<td>5.06e−04</td>
</tr>
<tr>
<td>50</td>
<td>3.56e−05</td>
<td>1.13e−04</td>
</tr>
</tbody>
</table>

Table 6.1: Relative $L^2$-error and error bound for $K = K_0$.

\[
\tilde{n} \parallel y - \tilde{y} \parallel_{L^2} / \parallel y \parallel_{L^2} \quad \mathcal{E}B
\]

<table>
<thead>
<tr>
<th>$\tilde{n}$</th>
<th>$\parallel y - \tilde{y} \parallel_{L^2} / \parallel y \parallel_{L^2}$</th>
<th>$\mathcal{E}B$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.40e−03</td>
<td>5.48e−03</td>
</tr>
<tr>
<td>2</td>
<td>3.25e−06</td>
<td>1.34e−05</td>
</tr>
<tr>
<td>3</td>
<td>2.94e−09</td>
<td>2.98e−08</td>
</tr>
<tr>
<td>4</td>
<td>3.76e−12</td>
<td>2.76e−09</td>
</tr>
</tbody>
</table>

Table 6.2: Relative $L^2$-error and error bound for $K = I$.

\[
\tilde{n} \parallel y - \tilde{y} \parallel_{L^2} / \parallel y \parallel_{L^2} \quad \mathcal{E}B
\]

<table>
<thead>
<tr>
<th>$\tilde{n}$</th>
<th>$\parallel y - \tilde{y} \parallel_{L^2} / \parallel y \parallel_{L^2}$</th>
<th>$\mathcal{E}B$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.56e−03</td>
<td>7.79e−03</td>
</tr>
<tr>
<td>4</td>
<td>2.23e−03</td>
<td>6.79e−03</td>
</tr>
<tr>
<td>10</td>
<td>1.69e−03</td>
<td>5.12e−03</td>
</tr>
<tr>
<td>15</td>
<td>1.46e−03</td>
<td>4.42e−03</td>
</tr>
<tr>
<td>20</td>
<td>1.27e−03</td>
<td>3.84e−03</td>
</tr>
<tr>
<td>25</td>
<td>1.08e−03</td>
<td>3.28e−03</td>
</tr>
<tr>
<td>50</td>
<td>5.01e−04</td>
<td>1.51e−03</td>
</tr>
</tbody>
</table>

Table 6.3: Relative $L^2$-error and error bound for $K = 11^T$.

Fig. 6.1: Logarithmic HSVs of the large-scale asset model.

Fig. 6.2: Logarithmic relative $L^2$-error between $y$ and $\tilde{y}$ for $\tilde{n} \in \{1, 4, 10, 15, 20, 25, 50\}$ if $K = K_0$, $I$ and for $\tilde{n} = 1, 2$ if $K = 11^T$.

We conclude this subsection by briefly discussing the robustness of our algorithm in the parameter $\sigma$ which is the volatility of the volatility processes $\bar{v}$ given in (6.3) and the bound $c$ that defines the truncated volatility process $v$. We consider the same framework as above apart from an enlarged volatility parameter which we choose $\bar{\sigma} = 0.25$ for the moment. As mentioned above, we practically sim-
ulate and use paths of $\bar{v}$ and subsequently fix the constant $c$ representing a bound for each of the simulated paths. Theoretically, we then work with $v$ since we need its boundedness to motivate the algorithm and in order to derive the error bound in Theorem 5.1. The new choice of $\bar{\sigma}$ of course leads to a larger $c$. According to the simulated paths, $c \geq 1.1$ is suitable. Picking $c = 1.1$, we can see that the relative error in Table 6.4 is basically the same as in Table 6.1 such that a higher volatility parameter does not really affect the relative error. Moreover, choosing $c = 2$ gives us an error that is only slightly worse such that we observe a relatively good robustness in $c$. Interestingly, we can also select $c = 0.6$ as a parameter in the Gramians $P_T$ and $Q_T$ and run the model reduction procedure based on these non admissible Gramians and even get a small gain. It might be because the majority of the paths of $\bar{v}$ stay below the bound of $c = 0.6$. Therefore, most of the dynamics are still captured in the reduced system. Although we have seen a relatively robust scheme in the parameter $c$, we suggest to not choose it too small or large in practice.

\[
\begin{array}{|c|c|c|c|}
\hline
\bar{n} & c = 0.6 & c = 1.1 & c = 2 \\
\hline
1 & 5.23e-03 & 5.27e-03 & 5.47e-03 \\
4 & 2.06e-03 & 2.09e-03 & 2.22e-03 \\
10 & 7.16e-04 & 7.28e-04 & 7.68e-04 \\
\hline
\end{array}
\]

Table 6.4: Relative $L^2$-error for an enlarged volatility parameter $\bar{\sigma} = 0.25$ with $K = K_0$ using $c = 0.6, 1.1, 2$.

6.2. Approximation error in the payoff. We have seen in Section 6.1 that the quantity of interest $y$ of system (2.1), that we specified in (6.4), can be well approximated by the output $\tilde{y}$ of the reduced system (4.4) in a path-wise sense on some interval $[0, T]$. However, it is often of interest to consider weak errors instead. Therefore, we consider the following payoff function

\[ f(y) = \max\{y - K, 0\} \]

that plays a role in the context of European call options, where $K$ denotes the strike price. We compare the expected payoff $\mathbb{E}f(y(T))$ at time $T$ with the one associated with the reduced system, which is $\mathbb{E}f(\tilde{y}(T))$, for $K = (1, x_0)_2$ in Figure 6.3. The relative errors in the expected payoff are larger if the correlations between the noise processes are small. The approximation works best if $K = 11^T$. As displayed in Figure 6.3, the error is around $5e-06$ for $\bar{n} = 2$ and our simulations also show an error of $5e-13$ already for $\bar{n} = 4$. If smaller correlations are involved, a larger $\bar{n}$ needs to be chosen. However, selecting $4 \leq \bar{n} \leq 10$ for $K = K_0$ already leads to a good estimate of the original payoff.

Looking at Table 6.5 we observe that weak error (error in the expected payoff) is of the same or of smaller error than the strong error in Table 6.1. Moreover, it can be seen that the approximation in the payoff is better if the strike price is below the value of the basket $(1, x_0)_2$ at time zero and it is worse if the strike price is above $(1, x_0)_2$.

So far, the weak error has not yet been analyzed concerning error bounds etc. We believe that it requires advanced techniques to succeed in this direction.

6.3. Applications to Bermudan options. We have seen a good path-wise performance of our method in Section 6.1 and an even better approximation in the payoff in this section. Therefore, we see the potential of pricing high-dimensional Bermudan options with the help of MOR. Classical regression based schemes as
in [32, 43] cannot accurately determine values of Bermudan options with high-dimensional underlying asset models due to the curse of dimensionality. However, reducing the asset price model in its dimension and subsequently applying the methods in [32, 43] can be promising. To fix notation, consider an optimal stopping problem with possible exercise date $J \subset [0, T]$ with value

$$u := \sup_{\tau \in \mathcal{T}} \mathbb{E}[f(y(\tau))], \quad (6.5)$$

where $\mathcal{T}$ denotes the set of all stopping times w.r.t. the filtration $(\mathcal{F}_t)_{t \in J}$ generated by the Brownian motions $\mathcal{B}, W_1, \ldots, W_q$ restricted to $J$. (Here, $J$ is finite in the case of a Bermudan option, while $J = [0, T]$ in the case of an American option. In all cases, we assume that $0 \in J$.) Let us further consider the same problem in the reduced model,

$$\hat{u} := \sup_{\tau \in \hat{\mathcal{T}}} \mathbb{E}[f(\hat{y}(\tau))]. \quad (6.6)$$

Note that we choose the same class of stopping times for the full and for the reduced model, guaranteeing that the optimal stopping time for either choice of the model
will be a sub-optimal stopping time for the other choice of model.

Remark 7. In contrast to (6.5) and (6.6), one could also consider restricting the class of admissible stopping times to stopping times w.r.t. the filtration $G := (\mathcal{F}_t)_{t \in \mathbb{R}}$ generated by $v$ and $x$ for the reduced model and stopping times w.r.t. the filtration $H := (\mathcal{F}_t)_{t \in \mathbb{R}}$ generated by $v$ and $x$ for the full model, respectively. In general, this means that optimal stopping times for either model will not even be candidate stopping times for the other model. Often – but not always – $H$ will be an enlargement of $G$, and under some conditions, this would allow us to understand stopping times for the full model as randomized stopping times for the reduced model in the sense of [21]. This implies that the optimal stopping time for the full model is a sub-optimal randomized stopping time for the reduced model, and its expected payoff is less or equal to the expected payoff of the optimal stopping time of the reduced model, w.r.t. the smaller filtration. In general, however, the analysis of the behavior of American options for general model reductions within their own generated filtrations is beyond the scope of this paper.

Lemma 6.1. Assume that the reduced model is close to the full model in the sense that

$$E \left[ \sup_{t \in J} |f(y(t)) - f(\tilde{y}(t))| \right] \leq \epsilon. \quad (6.7)$$

We then have that

$$|u - \tilde{u}| \leq \epsilon.$$

Proof. Let $\tau^*$ denote the optimal stopping time for the full problem, i.e., $u = E[f(y(\tau^*))]$. Similarly, let $\tilde{\tau}^*$ denote the optimal stopping time for the reduced problem. We have

$$u - \tilde{u} = E[f(y(\tau^*))] - E[f(\tilde{y}(\tilde{\tau}^*))]$$

$$= E[f(y(\tau^*))] - E[f(\tilde{y}(\tilde{\tau}^*))] + E[f(\tilde{y}(\tilde{\tau}^*))] - E[f(\tilde{y}(\tilde{\tau}^*))]$$

$$\geq -\epsilon,$$

since $\tilde{\tau}^*$ is a sub-optimal stopping time for $f(y)$.

For the upper bound, we note that $\tau^*$ is a sub-optimal stopping time for $f(\tilde{y})$ and obtain

$$u - \tilde{u} = E[f(y(\tau^*))] - E[f(\tilde{y}(\tilde{\tau}^*))]$$

$$= E[f(y(\tau^*))] - E[f(\tilde{y}(\tilde{\tau}^*))] + E[f(\tilde{y}(\tau^*))] - E[f(\tilde{y}(\tilde{\tau}^*))]$$

$$\leq \epsilon,$$

since $\tilde{\tau}^*$ is optimal for $f(\tilde{y})$. $\square$

Remark 8. Unfortunately, the $L^2$-error bound obtained in Theorem 5.1 is not a candidate for $\epsilon$ in (6.7) since we cannot bound the $L^\infty$-error by the $L^2$-error. However, we can usually estimate $E \left[ \sup_{t \in J} |f(y(t)) - f(\tilde{y}(t))| \right]$ empirically by sampling $y$ and $\tilde{y}$. Indeed, for numerical purposes, we may always assume that $J$ is finite, such that the $L^\infty$-norm for a given trajectory is easily computable. Additionally, we note that estimating $E \left[ \sup_{t \in J} |f(y(t)) - f(\tilde{y}(t))| \right]$ is, of course, much easier than estimating $|u - \tilde{u}|$, as no optimal stopping problem needs to be solved. This type of approximation for the bound between the option prices $u$ and $\tilde{u}$ is also used in the
numerical example below. Theoretical error bounds of the form (6.7) would require very different techniques than applied in the proof of Theorem 5.1 and are left for further research.

We now create an example, in which the error in (6.7) is already relatively low for a reduced dimension \( \tilde{n} = 5 \), since this gives us the certainty that the value of the Bermudan option \( \tilde{u} \) in the reduced model is close to the actual value \( u \) by Lemma 6.1. To do so, we modify equation (6.1) by choosing \( n = 30 \), a constant volatility and dividends resulting in the following Black-Scholes model:

\[
dx_i(t) = (r - \delta)x_i(t)dt + \xi x_i(t)dW_i(t), \quad x_i(0) = x_{0,i}, \quad t \in [0, T],
\]

where \( r = 0.02, \delta = 0.07, \xi = 0.2, T = 1 \) and \( i = 1, \ldots, n \). The noise processes are correlated. Their covariance matrix is generated the same way as \( K_0 \) above and we choose randomly generated initial values \( x_{0,i} \in [0.15, 2.5] \). The quantity of interest is chosen as before, i.e.,

\[
y(t) = \sum_{i=1}^{n} x_i(t)
\]

and the following discounted payoff function is considered

\[
f(y(t)) = e^{-rt} \max\{y(t) - K, 0\}
\]

with \( K = (1, x_0)_{\mathbb{R}^2} \). We have five exercise dates of the associated Bermudan option, i.e., \( \mathcal{J} = \{0, 0.25, 0.5, 0.75, 1\} \).

We apply the MOR technique described in Section 4 in order to obtain the reduced system (4.4) with dimensions \( \tilde{n} = 1, \ldots, 5 \). Subsequently, we determine the error in (6.7). These errors are stated in the third column in Table 6.6 showing that we are already very close to the actual value \( u \) using a reduced system with dimension \( \tilde{n} = 5 \). In order to determine the fair price for the Bermudan option in the reduced model \( \tilde{n} = 1, \ldots, 5 \), we apply the algorithm of Longstaff and Schwartz [32]. Within this regression approach Hermite polynomials of absolute order up to 5 are used as a basis. Moreover, the payoff function is included in the basis as well. This leads to the values \( \tilde{u} \) in the second column of Table 6.6. The gain in \( \tilde{u} \) from \( \tilde{n} = 1 \) to \( \tilde{n} = 5 \) is relatively low. It is hard to distinguish between both values knowing that the standard deviation of this estimation is 0.00105 which is the same order as the gain. Observing the values \( \tilde{u} \) in Table 6.6 for different reduced order dimensions, it seems that the corresponding bound is not very tight such that we suppose that the deviation between \( u \) and \( \tilde{u} \) is much lower than \( 10^{-2} \) when choosing \( \tilde{n} = 5 \). Moreover, notice that the value of the European option in

| \( \tilde{n} \) | Value \( \tilde{u} \) of Bermudan option reduced system | \( \mathbb{E} \sup_{t \in \mathcal{J}} |f(y(t)) - f(\tilde{y}(t))| \) |
|---|---|---|
| 1 | 0.99173 | 0.079619 |
| 2 | 0.99260 | 0.049844 |
| 3 | 0.99313 | 0.025734 |
| 4 | 0.99295 | 0.016036 |
| 5 | 0.99354 | 0.012181 |

Table 6.6: Value Bermudan option based on the reduced asset price model corresponding to (6.8) and associated error bounds from Lemma 6.1.

the above asset price model is 0.87980, such that there is a significant difference between both option prices. This makes our method beneficial since computing the Bermudan option price in the reduced model leads to a large gain in comparison to the European option price in the full model which would be a good estimator if the values of both types of options do not deviate too much.
7. Conclusions and outlook. In this paper, we have shown that model order reduction (MOR) can be an effective technique to construct lower-dimensional surrogate models of large-scale financial models. These surrogate models can be tackled by higher-order computational methods than Monte Carlo simulation. We construct a specific path-wise MOR method, and test it in a multi-dimensional Heston model. The MOR turns out to work very well for European basket option pricing, especially when the individual assets are strongly correlated (a very realistic scenario). For instance, in a common Doust-type correlation regime, for \( n = 100 \) assets, a reduced model with dimension \( \tilde{n} = 1 \) was able to capture the price of an ITM basket option up to a relative error of \( 10^{-3} \), whereas for an OTM option we obtained the same error bound with \( \tilde{n} = 10 \), which is still a very significant dimension reduction.

Of course, this paper only scratches the surface of applications of MOR in finance. In particular, we identify two very relevant extensions that will be highly beneficial in a financial context. On the one hand, consider that we have restricted ourselves to linear dynamics and essentially linear payoff functions – in the sense that the payoff is assumed to be a non-linear function of a low-dimensional projection of the full price process. Both restrictions can be quite relevant in finance. Allowing non-linear dynamics opens up the possibility of including the stochastic variance process in the model order reduction, as well as having local volatility components. Techniques for MOR in non-linear dynamics have already been developed in the deterministic case [10, 11, 29], and have been extended to stochastic differential equations in some special cases [34]. General non-linear payoff functions are also relevant in finance, think of max-call options. One strategy already available in our framework is to choose \( C \) to be the identity matrix.

On the other hand, note that the MOR framework developed in this paper is strong in the probabilistic sense, i.e., we try to approximate the process itself. In many financial application, we are interested in weak approximations, i.e., we want to approximate the distribution of the process. As this is a much weaker concept, even better MOR techniques are conceivable. However, developing an appropriate framework does not seem obvious, and it is unclear how to proceed in this direction.
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Appendix A. Resolvent positive operators.

Let \((H^n,\langle \cdot, \cdot \rangle_F)\) be the Hilbert space of symmetric \( n \times n \) matrices, where 
\[
\langle M_1, M_2 \rangle_F := \text{tr}(M_1^T M_2)
\]
is the Frobenius inner product of two matrices \( M_1 \) and \( M_2 \). The corresponding norm is defined by 
\[
||M_1||_F^2 := \langle M_1, M_1 \rangle_F.
\]
Moreover, let \( H^n_+ \) be the subset of symmetric positive semidefinite matrices. We now define positive and resolvent positive operators on \( H^n \).

**Definition A.1.** A linear operator \( L : H^n \rightarrow H^n \) is called positive if \( L(H^n_+) \subset H^n_+ \). It is resolvent positive if there is an \( \alpha_0 \in \mathbb{R} \) such that for all \( \alpha > \alpha_0 \) the operator \( (\alpha I - L)^{-1} \) is positive.

The operator \( L(X) := AX + X A^T \) is resolvent positive for \( A \in \mathbb{R}^{n \times n} \) which is, e.g., shown in [17]. Moreover, \( \Pi(X) := c \sum_{i,j=1}^n N_i X N_j^T k_{ij} \) is positive for \( N_i \in \mathbb{R}^{n \times n} \) by [35, Proposition 5.3]. This implies that the generalized Lyapunov operator \( \mathcal{L} + \Pi \) is resolvent positive. We now state an equivalent characterization for resolvent positive operators in the following. It can be found in a more general form in [17, 20, 39].

**Theorem A.2.** A linear operator \( L : H^n \rightarrow H^n \) is resolvent positive if and only if \( \langle V_1, V_2 \rangle_F = 0 \) implies \( \langle LV_1, V_2 \rangle_F \geq 0 \) for \( V_1, V_2 \in H^n_+ \).

Appendix B. Pending proofs. We prove Lemmas 2.1 and 2.3 in the following two subsections.
B.1. Proof of Lemma 2.1. We apply Ito’s product rule to \( x(t)x^T(t) \) and obtain
\[
d (x(t)x^T(t)) = dx(t)x^T(t) + x(t)dx^T(t) + dx(t)dx^T(t).
\]
Inserting (2.1a) yields
\[
\begin{align*}
dx(t)x^T(t) &+ x(t)dx^T(t) = Ax(t)x^T(t)dt + \sum_{i=1}^{q} \sqrt{v(t)}N_i x(t)x^T(t)dW_i(t) \quad \text{(B.1)} \\
&\quad + x(t)x^T(t)A^T dt + \sum_{i=1}^{q} \sqrt{v(t)}x(t)x^T(t)N_i^T dW_i(t).
\end{align*}
\]
With (2.1a) and using that \( dW_i(t)dW_j(t) = k_{ij}dt \), we find
\[
dx(t)dx^T(t) = v(t) \sum_{i,j=1}^{q} N_i x(t)x^T(t)N_j^T k_{ij} dt. \quad \text{(B.2)}
\]
Let \( e_i \) denote the \( i \)th unit vector. Then, we have
\[
k_{ij} = e_i^T K^\frac{1}{2} K^\frac{1}{2} e_j = \sum_{k=1}^{q} (K^\frac{1}{2} e_i, e_k)_2 (K^\frac{1}{2} e_j, e_k)_2.
\]
Using this fact, we obtain that
\[
\sum_{i,j=1}^{q} N_i x(t)x^T(t)N_j^T k_{ij} = \sum_{k=1}^{q} \left( \sum_{i=1}^{q} N_i x(t)(K^\frac{1}{2} e_i, e_k)_2 \right) \left( \sum_{j=1}^{q} N_j x(t)(K^\frac{1}{2} e_j, e_k)_2 \right)^T \geq 0
\]
is a positive semidefinite matrix. Hence, we can enlarge the right-side of (B.2) by replacing \( v \) by its bound \( c \). This leads to
\[
dx(t)dx^T(t) \leq c \sum_{i,j=1}^{q} N_i x(t)x^T(t)N_j^T k_{ij} dt. \quad \text{(B.3)}
\]
We apply the expected value to both sides of (B.1) and (B.3). Since the Ito integrals have mean zero, we have
\[
\frac{d}{dt} \mathbb{E} [x(t)x^T(t)] \leq \mathbb{A} \mathbb{E} [x(t)x^T(t)] + \mathbb{E} [x(t)x^T(t)] A^T + c \sum_{i,j=1}^{q} N_i \mathbb{E} [x(t)x^T(t)] N_j^T k_{ij},
\]
which concludes the proof.

B.2. Proof of Lemma 2.3. We combine (2.4) with (2.5) and obtain
\[
\dot{Y}(t) \geq L(Y(t)),
\]
where \( Y := Z - X \). We define the difference function \( D(t) := \dot{Y}(t) - L(Y(t)) \geq 0 \) and consider the following perturbed differential equation
\[
\dot{Y}_\epsilon(t) = L(Y_\epsilon(t)) + D(t) + \epsilon I
\]
with parameter \( \epsilon \geq 0 \) and initial state \( Y_\epsilon(0) = Y(0) + \epsilon I \). We see that \( Y_0(t) = Y(t) \) for all \( t \in [0,T] \) since \( Y_0 - Y \) solves (2.5) with initial condition zero. Since \( Y_\epsilon \) continuously depends on \( \epsilon \) and the initial data, we have \( \lim_{\epsilon \to 0} Y_\epsilon(t) = Y_0(t) = Y(t) \) for all \( t \in [0,T] \).
We want to prove that $Y_\epsilon(t)$ is positive definite for all $t$ and all $\epsilon > 0$. To do so, let us assume the converse, i.e., there is $\tilde{\epsilon} \neq 0$ and a $\tilde{t} > 0$ such that $\tilde{u}^T Y_\epsilon(\tilde{t}) \tilde{u} \leq 0$.

We know that $f_\epsilon(u, t) := u^T Y_\epsilon(t) u$ is positive at $t = 0$ for all $u \in \mathbb{R}^n \setminus \{0\}$ since $Y(0) \geq 0$ by assumption. Since $f_\epsilon$ is non-positive in some point $(\tilde{u}, \tilde{t})$ and due to the continuity of $t \mapsto Y_\epsilon(t)$, there is a point $t_0 \in (0, \tilde{t})$ for which

$$u_0^T Y_\epsilon(t_0) u_0 = 0 \quad \text{and} \quad u_0^T Y_\epsilon(t) u_0 > 0, \quad t < t_0,$$

for some $u_0 \neq 0$, whereas $u^T Y_\epsilon(t_0) u \geq 0$ for all other $u \in \mathbb{R}^n$. Since $L$ is resolvent positive, $0 = u_0^T Y_\epsilon(t_0) u_0 = (Y_\epsilon(t_0), u_0 u_0^T)_F$ implies $0 \leq \langle L(Y_\epsilon(t_0)), u_0 u_0^T \rangle_F = u_0^T L(Y_\epsilon(t_0)) u_0$ by Theorem A.2. Hence, we have

$$u_0^T \dot{Y}_\epsilon(t_0) u_0 \bigg|_{t=t_0} = u_0^T L(Y_\epsilon(t_0)) u_0 + u_0^T D(t_0) u_0 + \epsilon \|u_0\|_2^2 > 0.$$

Consequently, we know that there are $t < t_0$ close to $t_0$ for which $u_0^T Y_\epsilon(t) u_0 < 0$. This contradicts (B.4) and hence our assumption is wrong such that $Y_\epsilon(t)$ is positive definite for all $t \in [0, T]$ and $\epsilon > 0$. Taking the limit of $\epsilon \to 0$, we obtain $Y(t) \geq 0$ for all $t \in [0, T]$ which concludes the proof.
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